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Recently, Next Point-of-Interest (POI) Recommendation which proposes users for their next visiting loca-
tions, has gained increasing attention. A timely and accurate next POI recommendation can improve
users’ efficient experiences. However, most existing methods typically focus on the sequential influence,
but neglect the user’s real-time preference changing over time. In some scenarios, users may need a real-
time POI recommendation, for example, when using Take-away Applications, users need recommending
the appropriate restaurants at the specific moment. Hence, how to mine users’ patterns of life and their
current preferences becomes an essential issue for the real-time POI recommendation. To address the
issues above, we propose a real-time preference mining model (RTPM) which is based on LSTM to recom-
mend the next POI with time restrictions. Specifically, RTPM mines users’ real-time preferences from
long-term and short-term preferences in a uniform framework. For the long-term preferences, we mine
the periodic trends of users’ behaviors between weeks to better reflect users’ patterns of life. While for
the short-term preferences, trainable time transition vectors which represent the public preferences in
corresponding time slots, are introduced to model users’ current time preferences influenced by the pub-
lic. At the stage of recommendation, we design a category filter to filter out the POIs whose categories are
unpopular in corresponding time slots to reduce the search space and make recommendation fit current
time slot better. Note that RTPM does not utilize users’ attributes and their current locations for recom-
mendation, which makes great contributions to users’ privacy protection. Extensive experiments on two
real-world datasets demonstrate that RTPM outperforms the state-of-the-art models on Recall and NDCG.

� 2021 Elsevier B.V. All rights reserved.
1. Introduction

In recent years, Location-Based Social Networks (LBSNs), such
as Foursquare,1 Yelp2 and GoWalla,3 have gained rapid development
and produce abundant check-in data. These data offer a great oppor-
tunity to explore users’ mobility patterns and preferences for POI
recommendation. Besides, to better apply POI recommendation to
real-life scenarios, next POI recommendation, a natural extension
to general POI recommendation, has been attracting more attention
from researchers [1–3]. It leverages users’ historical check-in
sequences to recommend the most probable POIs which users will
visit next, which benefits both users and service providers.
While next POI recommendation has achieved great success,
some limitations are still existing. 1) Although most next POI rec-
ommendation models [4,5] take dynamic preferences into consid-
eration to suggest next POIs, they ignore users’ real-time
preferences with time restrictions [6]. For example, in Fig. 1, a user
goes to the hotel between 9:00 and 10:00 and then visits the
library and supermarket in sequence. If this user needs to be rec-
ommended the next POI between 14:00 and 15:00, these models
may perform weakly due to lack of considering the preference in
this specific time slot. 2) Many existing next POI recommendation
models just try to mine users’ mobility patterns from specific POI
transition regularities [7–9]. Nevertheless, they ignore the influ-
ence of the POI category which reflects the purpose of the POI.
Some POI categories may be unpopular in some specific time slots
according to people’s patterns of life. To illustrate that clearly, we
specially calculate the percentage of the number of check-ins in
each time slot with respect to the two POI categories, museum
and nightlife spot, from the dataset TKY (detailed in Section 6.1)
as examples and present the results in Fig. 2. Nobody approaches
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Fig. 1. The scenario of real-time POI recommendation.
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to the museum from the time slot 15 to the time slot 21 as shown
in Fig. 2a and few people go to the nightlife spot from the time slot
1 to the time slot 7 as shown in Fig. 2b. Hence, it is meaningless to
recommend the POIs belonging to the two categories in these time
slots. 3) Some next POI recommendation models [10] leverage
users’ personal attributes, social relationships or their current loca-
tions to make a recommendation, which will expose users’ privacy.

To overcome the limitations mentioned above, we propose a
model named RTPM for real-time POI recommendation. It utilizes
users’ check-in records and current time (without current loca-
tions) to generate POI recommendation lists where POIs are con-
sidered users are interested in at present. First, we mine the
periodic trends of users’ patterns of life between weeks to model
users’ long-term preferences. Then, for the short-term preferences,
in addition to considering the sequential influence, we consider the
preferences with time restrictions, which is essential for the real-
time recommendation. Specifically, time transition vectors are
introduced to depict the users’ current time preferences influenced
by the public. In addition, we filter out the POIs whose categories
users have few interest in at the moment according to people’s liv-
ing habits before recommendation. In this way, the categories can
be made better use of to make the recommendation in line with
users’ patterns of life and help to improve recommendation accu-
racy effectively. It’s worth noting that users’ privacy gains protec-
tion to some extent in our model, due to no use of users’ personal
attributes and their current locations.

The main contributions of this paper are summarized as
follows:

� We propose a real-time preference mining model named RTPM
to formulate both users’ long-term and short-term preferences
with time restrictions for the real-time POI recommendation.
Fig. 2. Temporal distribution characteristics of check-ins for
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� We introduce explicit weighting functions for each day to better
describe the periodic trends of users’ behaviors between weeks
for users’ long-term preferences. Trainable time transition vec-
tors are deployed to depict the influence of the public prefer-
ences on users’ short-term preferences in different time slots.
A category filter is used to filter out the POIs whose categories
is unpopular in current time slot, which makes the final recom-
mendation lists fit users’ living habits in current time slot
better.

� The model makes POI recommendation only leveraging users’
behavior patterns and making no use of users’ personal attri-
butes and their current locations which makes for users’ privacy
protection.

The rest of the paper is organized as follows: in Section 2, we
review the related works. Basic definitions and the problem defini-
tions are given in Section 3. Section 4 describes the overall frame-
work and the components of our model. Then, we introduce our
model detailedly in Section 5. In Section 6, we conduct experi-
ments to evaluate our proposed model. Finally, we conclude the
paper in Section 7.
2. Related works

2.1. POI recommendation

POI recommendation as a hot academic issue has attracted
extensive attention from researchers in recent years. Early POI rec-
ommendation mainly adopts Collaborative Filtering (CF) based
methods to explore users’ preferences. Ye et al. [11] incorporate
social and geographical influence with user-based CF for recom-
different POI categories: (a) Museum; (b) Nightlife Spot.
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mendation. Aware of the importance of temporal influence, Yuan
et al. [12] try to mine the temporal behaviors of users from their
historical check-in records and then integrate that as well as spa-
tial behaviors with the collaborative recommendation model.
Aliannejadi et al. [13] propose a two-phase collaborative ranking
algorithm that incorporates the geographical influence of POIs
and is regularized based on the variance of POIs popularity and
users’ activities over time. Matrix Factorization (MF) technique is
also exploited widely in POI recommendation. Lian et al. [14] pro-
pose augmenting users’ and POIs’ latent factors with activity area
vectors of users and influence area vectors of POIs to capture the
spatial clustering phenomenon in human mobility behaviors, and
then incorporate the spatial clustering phenomenon into MF for
POI recommendation. Liu et al. [15] employ MF to predict users’
preference transitions over location categories. Considering the
relationship hidden among the content features, Zhang et al. [16]
present an optimization model for extracting the relationship hid-
den in content features by considering user preferences. With the
development of neural networks (NN), massive researches on POI
recommendation based on NN occur. He et al. [17] present a NN
architecture to model latent features of users and items and a gen-
eral framework for CF based on NN. Liu et al. [18] incorporate geo-
graphic features with generative adversarial networks to make a
recommendation. However, conventional POI recommendation
methods don’t consider the sequential effect, which limits their
performance in the real world scenarios.

2.2. Next POI recommendation

Next POI recommendation, different from conventional POI rec-
ommendation, fixes more attention on the sequence dependency.
Early researches exploit the Markov chain to recommend the next
probable POI. Cheng et al. [19] propose a novel matrix factorization
method to incorporate personalized Markov chain with localized
region constraint for recommendation. Chen et al. [20] devise a
next location predictor with Markov model, considering both indi-
vidual and collective movement patterns and suited to different
time periods. In recent years, deep learning achieves great success
in many fields, e.g., Natural Language Processing (NLP) and Com-
puter Vision (CV). In this context, a large number of recommenda-
tion methods based on deep learning appear. Chang et al. [21]
propose a Word2Vec based POI embedding model utilizing users’
check-in sequence and text context about POIs for successive POI
recommendation. Zheng et al. [22] propose an attention-based
dynamic preference model for next POI recommendation. Liu
et al. [23] propose a Recurrent Neural Networks (RNN) based
model incorporating time-specific transition matrices and
distance-specific transition matrices to model time intervals and
geographical distances, respectively. Long Short-Term Memory
(LSTM), as a variant of RNN, is also widely applied to recommend
the next POI. Sun et al. [24] devise a model based on LSTM, consist-
ing of a nonlocal network for long-term preference modeling and a
geo-dilated RNN for short-term preference learning. Yu et al. [25]
propose a category-aware deep model that incorporates POI cate-
gories and geographical influence to reduce search space to over-
come data sparsity.

However, when facing the scenario of real-time POI recommen-
dation, some next POI recommendation models may perform
weakly due to the lack of attention on users’ real-time preferences.
They don’t model the preferences changing over time and ignore
users’ behavior habits in different time slots. By contrast, our RTPM
model not only focuses on users’ sequential preferences, but also
takes users’ real-time preferences with time restrictions into con-
sideration, which is useful for understanding users’ current inten-
tions. Besides, we exploit the statistical regularities for user’s
check-ins on various POI categories to filter out the unpopular
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POI categories in corresponding time slots. This way can better
describe users’ patterns of life and further enhance the effect of
recommendation.

3. Preliminaries

Let U ¼ u1;u2; . . . ; u Uj j
� �

be a set of LBSN users,
L ¼ l1; l2; . . . ; l Lj j

� �
be a set of POIs, and C ¼ c1; c2; . . . ; c Cj j

� �
be a set

of POI categories. Each POI is associated with its coordinates
longitude; latitudeð Þ, i.e., lonl; latlð Þ, and belongs to one of the POI
categories in C. Each user u 2 U has a trajectory sequence repre-
sented by S ¼ S1; S2; . . . ; Snf g, where n is the index of the current
day’s trajectory. Each trajectory Sm ¼ l1; l2; . . . ; ljSm j

� �
denotes a

sequence of POIs visited consecutively by the user in the m-th
day, where Sm 2 S. We specially represent the current day’s

check-in POI sequence as Sn ¼ l1; l2; . . . ; lp�1
n o

, where p is the index

of the present time and p� 1 is the index of the latest check-in
time.

The real-time POI recommendation is defined thus: given a
user’s historical trajectory sequence S1; S2; . . . ; Sn�1f g, current day’s
trajectory Sn ¼ l1; l2; . . . ; lp�1

n o
and present time tp, the real-time

POI recommendation provides user u with top-K POIs where user
u would like to go at the present time tp.

4. Framework

Our RTPMmodel is presented in Fig. 3. It mainly consists of four
components, i.e., the long-term preference, the short-term prefer-
ence, the probability calculation and the recommendation module.
The long-term preference section intends to mine the periodic
trends contained in the past days. The short-term preference sec-
tion combines user’s own sequential influence with the public
preferences at the present time. And the last two parts calculate
the probabilities of all POIs and leverage the category filter to gen-
erate the final recommendation lists which better match people’s
living habits.

Long-term preference: given a user’s trajectory sequence, this
part first inputs these POI embedding vectors into the LSTM to
obtain the preference vectors related to each check-in. Then, it
weighs each preference vector above according to the time interval
and geographical distance between each historical check-in and
the latest check-in. After that, we further integrate them to make
up the everyday preferences. Finally, everyday preferences are
given weights by a specially designed function of time and distance
to describe the periodic trends of daily life. And then, the long-term
preference are formulated by everyday preferences.

Short-term preference: given a user’s preference vector related
to the latest check-in, the time of his latest check-in and the pre-
sent time, the short-term preference is formulated by the user’s
own sequential influence and the public influence. The sequential
influence is expressed in the preference vector related to the latest
check-in. The preference influenced by the public is calculated by
introducing two time transition vectors, one for the latest check-
in time and another for the current time, which reflect the public
preferences in corresponding time slots. At last, the short-term
preference is modeled by integrating the public preference and
current day’s check-in sequence influence.

Probability calculation and recommendation: in the first two
parts, users’ long-term and short-term preferences have been mod-
eled. We concatenate the long-term preference vector and the
short-term preference vector to form a new one and utilize it to
calculate the probabilities of each POI. Before generating the final
recommendation list, we filter out the POI categories which are
unpopular in current time and remain the POIs belonging to the



Fig. 3. The overview of our RTPM model.
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rest categories. Finally, the model generates the recommendation
list from the rest of POIs according to the probabilities.
5. Methodology

In this section, we introduce our RTPMmodel in detail. The four
components, i.e., the long-term preference, the short-term prefer-
ence, the probability calculation and the recommendation module
will be introduced in order.
5.1. Long-term preference

This section is applied to mine users’ long-term preferences
from both spatial and temporal aspects. The main idea is to mine
the relationship between users’ historical preferences and the cur-
rent preferences according to the spatial and temporal similarities.
The more similarities the historical behaviors shared with the pre-
sent’s, the more effect the historical preferences may have on the
present’s. We measure the spatial and temporal similarities by
the distance of time and space.

First of all, given a user u’s historical trajectory sequence
S1; S2; . . . ; Sn�1f g, we input each check-in POI vector into the LSTM
to obtain the preference vector hh;i related to each check-in:

hh;i ¼ LSTMðxh;i;hh;i�1Þ; i 2 f1;2; . . . ; jShjg;
h 2 f1;2; . . . ; n� 1g; ð1Þ

where hh;i is the hidden state of LSTM which is regarded as the user
u’s preference related to xh;i. xh;i 2 Rd�1 is the d-dimensional embed-
ding vector of i-th POI li in the h-th trajectory Sh, which is randomly
initialized and trained in the network. Then, the preferences
fhh;1;hh;2; . . . ;hh;jSh jgrelated to historical check-ins are formulated.

Next, we integrate each check-in preference to formulate each
historical day’s preference by considering spatial and temporal fac-
tors. The main idea is that the shorter spatio-temporal distance
between the historical check-in and the latest check-in is, the more
effect the corresponding check-in preference may have on the pre-
sent’s and it should be given a large weight. Specially, we divide
one week into 48 time slots (24 slots for hours on weekdays and
24 slots for hours on weekends) and each check-in time is repre-
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sented by the time slot. Then the h-th day’s preference sh is defined
as follows:

sh ¼
XjSh j

i¼1

ðaxt
h;ihh;i þ ð1� aÞxs

h;ihh;iÞ; h 2 f1;2; . . . ;n� 1g ð2Þ

xt
h;i ¼

expð�absðth;i � tp�1ÞÞPjSh j
j¼1 expð�absðth;j � tp�1ÞÞ

ð3Þ

xs
h;i ¼

expð�dlh;i ;l
p�1 Þ

PjSh j
j¼1 expð�dlh;j ;l

p�1 Þ
ð4Þ

dlh;i ;l
p�1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðlonlh;i � lonlp�1 Þ2 þ ðlatlh;i � latlp�1 Þ2

q
ð5Þ

where xt
h;i and xs

h;i are the time weight and distance weight of the
preference hh;i which model the importance of the preference hh;i

from temporal and spatial distance, respectively. The time weight
xt

h;i is calculated by Eq. (3), where th;i is the time slot of the i-th

check-in in the h-th day and tp�1 is the time slot of the latest
check-in. The distance weight xs

h;i is calculated by Eq. (4), where
dlh;i ;l

p�1 , the distance between the i-th check-in location in the h-th

historical day lh;i and the latest check-in location lp�1, can be calcu-
lated by the Euclidean distance as Eq. (5). a 2 ð0;1Þ is a hyper-
parameter to trade off the importance of temporal and spatial fac-
tors. We can find that the check-in which has shorter time interval
with the latest check-in time slot and the shorter distance with the
latest check-in location, takes more effect on modeling the h-th
day’s preference sh. Then, we obtain every historical day’s prefer-
ence fs1; s2; . . . ; sn�1g.

For current day’s preference, we use a separate LSTM to model

the preference hk related to each current day’s check-in:

hk ¼ LSTMðxk;hk�1Þ; k 2 f1;2; . . . ;p� 1g ð6Þ

where hk is the hidden state of LSTM which is regarded as the pref-
erence related to xk and xk 2 Rd�1 is the d-dimensional embedding
vector of the k-th POI in current day’s trajectory Sn. In this way,

we obtain the preference fh1
;h2

; . . . ;hp�1grelated to current day’s
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check-ins. Further, the current day’s preference is defined as
follows:

sn ¼ 1
jSnj

XjSn j

k¼1

hk ð7Þ

where we employ the average of the preference vector of all current

day’s check-ins hk is out of considering each current day’s check-in
is equally important for modeling the current day’s preference sn.

After obtaining everyday preferences fs1; s2; . . . ; sng, we aim to
incorporate historical days’ preferences with the current day’s
preference by their spatio-temporal relationships to model the
long-term preference. Considering there exists the periodic trends
in people’s daily life with time going by, different time interval
from the past day to the present may generate different degrees
of influence on the present. In addition, different day’s range of
activities is also different and the preferences in the days with sim-
ilar range of activities with the present’s, have more abilities to
reflect the present day’s preference. As a result, to distinguish the
different importance of historical days’ preference, we specially
designed a weight wh for each historical day in consideration of
the influence factors mentioned above:

wh ¼
expðshðshÞ>snÞPn�1

m¼1 expðsmðsmÞ>snÞ
;h 2 f1;2; . . . ; n� 1g ð8Þ

where ðshÞ>sn is a preference matching score [24] between the h-th
day and the current day, which is used to measure the similarity
between the h-th day’s preference and the current day’s preference.
And sh is introduced from Flashback architecture [26] to capture the
periodicity property of the time influence made by historical days’
preference as well as the spatial influence, and we further adjust
the formulation of sh as follows:

sh ¼ sth � ssh ð9Þ

sth ¼
cosð2p7 4 Th;nÞ þ 1

2
� expð�c4 Th;nÞ ð10Þ

ssh ¼ expð�d4 Dh;nÞ ð11Þ
where sth and ssh is employed to depict temporal and spatial factors
respectively. sth is calculated by Eq. (10) where4Th;n is time interval
between the h-th day and the current day n with respect to the day
and c is the temporal decay rate controlling the decay speed of sth
over time interval 4Th;n. In order to see the effect of sth directly,
we present its function graph in Fig. 4. We adjust the period of sth
Fig. 4. Function
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to 7 which reflects that people’s activities usually take one week
(i.e., 7 days) as a period, e.g., people may have the same activities
this Monday as those in last Monday. Besides, as time goes by,
the past will have less and less influence on the present. ssh is calcu-
lated by Eq. (11) where 4Dh;n is the distance between the central
coordinates of the h-th day and the current day n and d is the spatial
decay rate controlling the decay speed of sh;s over spatial distance
4Dh;n. The central coordinate of each day’s trajectory
Sh 2 S1; S2; . . . ; Snf gis defined as follows:

lonSh ¼
lonl1 þ lonl2 þ . . .þ lonljSh j

jShj ð12Þ

latSh ¼
latl1 þ latl2 þ . . .þ latljSh j

jShj ð13Þ

which represents the range of activities in the corresponding day.
The days sharing the more similar range of activities with the cur-
rent day’s may have more impact on the current day’s preference.

Finally, the long-term preference sl incorporating each histori-
cal day’s preferences fs1; s2; . . . ; sn�1gis formulated as follows:

sl ¼
Xn�1

h¼1

whsh ð14Þ
5.2. Short-term preference

This section mines users’ short-term preferences by considering
the check-in sequence influence and the current time preference
influenced by the public.

In Eq. (6), We have obtained fh1
;h2

; . . . ;hp�1g, the preference
vectors related to each current day’s check-in. The POI that the user
wants to visit right now from the short-term aspect mainly
depends on the user’s recent mobile pattern and the preference
influenced by the public in current time. The user’s recent mobile
pattern, i.e., the check-in sequence influence, has been modeled

in the latest check-in’s preference vector hp�1. As for the preference
of the public, we introduce the d-dimensional time transition vec-
tor tt 2 Rd�1 for each time slot t 2 f1;2; . . . ;48g to represent the
public preference in time slot t. We further define the user’s cur-
rent time preference hp influenced by the public as follows:

hp ¼ tp�1hp�1 þ tphp�1 ð15Þ
where tp�1 and tp are the trainable time transition vectors with
regard to the time slots of the latest check-in and the present. In
graph of sth .
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Eq. (15), the first term represents the user’s preference in the latest
check-in time slot tp�1 influenced by the public. And the second
term represents corresponding preference influenced by the public
in current time slot tp.

Then, the short-term preference incorporating the check-in
sequence influence with the current time preference influenced
by the public is represented as follows:

ss ¼ ghp�1 þ ð1� gÞhp ð16Þ
where g is a hyper-parameter to trade off the importance of the

check-in sequence influence hp�1 and the current time’s preference
influenced by the public hp.

5.3. Probability calculation

In this section, we combine the long-term preference with the
short-term preference to calculate the probability distribution p
over all POIs l 2 L as follows:

p ¼ softmaxðWpðsl � ssÞÞ ð17Þ
where � is the concatenation of the long-term preference sl and the
short-term preference ss, and Wp 2 RjLj�2d is a trainable projection
matrix for all POIs. The POI with higher probability p 2 p has more
possibilities to be visited by the user at present. Then the objective
function is formulated as the log likelihood:

L ¼ �
XN
r¼1

logðprÞ ð18Þ

where pr 2 p is the probability of the ground truth POI for the r-th
training sample and N is the total number of all training samples.
We aim to minimize the value of the objective function.

5.4. Recommendation

Because people may not visit the POIs belonging to some cate-
gories in specific time slots according to people’s patterns of life as
shown in Fig. 2, the existence of these POIs may affect the effect of
the recommendation. As a result, we do not directly use the prob-
abilities calculated by the Eq. (17) to generate the recommendation
list like general methods. Instead, we first filter these categories
and the POIs belonging to them on the basis of the relationship
between the category popularity and the time slots by Eq. (19):

pf ¼ p�Mf ð19Þ
where Mf is the filter matrix for the specific time slot which is actu-
ally a 0–1 matrix. It is constructed by counting up the number of
check-ins for each POI categories in different time slots. If the
amount is more than zero in current time slot, the position of POIs
belonging to corresponding categories in Mf is set to 1, otherwise is
set to 0. After the filter operation, the probability of POIs belonging
to the unpopular categories in current time slot in pf is set to 0 and
others remain unchanged. Finally, recommendation lists are gener-
ated according to the probabilities pf calculated by the Eq. (19). In
this way, the POIs belonging to those categories which do not match
people’s patterns of life in current time slot won’t be recommended
and the recommendation performance will be promoted because of
reducing the search space.
Table 1
Statistics of the evaluation datasets.

Datasets #user #POI #categ

NYC 741 12120 240
TKY 2032 22218 224

459
6. Experiments

6.1. Data descriptions

We evaluate our RTPM model on two real datasets: the Four-
square check-ins in New York and Tokyo [25] from 12 April 2012
to 16 February 2013. They are denoted as NYC and TKY, respec-
tively. For both of them, we eliminate unpopular POIs visited by
less than 10 users. A trajectory consists of a user’s all check-ins
in one day. We further remove inactive users with less than 5 tra-
jectories. After preprocessing, the first 80% of each dataset is split
into the training set and the rest serves as the testing set. The
statistics of both datasets after preprocessing are shown in Table 1.
6.2. Evaluation metrics

We adopt Rec@K and NDCG@K to evaluate the performance.
Rec@K is the ratio of the correct POIs among the top K recom-
mended POIs to the groundtruth. Rec@K is defined as follows:

Rec@K ¼ TP
TP þ FN

ð20Þ

where TP is the true positive and FN is the false negative. NDCG@K
measures the quality of the top-K ranking list and can be calculated
by the follows:

NDCG@K ¼ 1
IDCG

XN

i¼1

2reli � 1
logð1þ iÞ ð21Þ

where IDCG stands for the maximum possible DCG for a given rec-
ommendation list, and reli is 1 if the POI at position i in the recom-
mendation list is visited and 0 otherwise. N is the number of
correctly recommended POIs. In this paper, we choose
K ¼ f1;3;5g for evaluation.
6.3. Baselines

We compare our RTPM model with the following six methods:
NCF [17]: This framework leverages a multi-layer perceptron to

learn the user-POI interaction function and can express and gener-
alize matrix factorization based on neural networks.

TCF [27]: This time-based collaborative filtering algorithm
incorporates users’ global similarity during a long period and local
similarity within a short time interval into the collaborative filter-
ing algorithm.

RNN [28]: This method uses a standard recurrent structure to
model users’ behavior sequences and make a prediction.

LSTM [29]: As a variant of RNNmodel, it contains a memory cell
and three specially designed gates to better learn long-term
dependency.

GRU [30]: Similar to LSTM, it is equipped with two gates to con-
trol the information flow to handle sequential data in a relatively
low computational cost.

LSTPM [24]: This method models users’ long-term and short-
term preferences respectively by a nonlocal network and a geo-
dilated RNN, incorporating spatio-temporal factors.
ory #check-in sparsity

58361 99.72%
288847 99.76%
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6.4. Results

The results of the baselines introduced above and our model are
reported in Table 2. As we see, RTPM achieves the best perfor-
mance compared with all baselines in terms of Rec@K and
NDCG@K on both NYC and TKY datasets.

Weobserve thatNCF andTCFperformworst in the scenarioof next
POI recommendation. Because theymodel users’ preferences in a sta-
tic manner and don’t take sequential dependencies into account
which is crucial tonextPOI recommendation.Considering thesequen-
tial dependencies,RNNimproves theperformance in theexperiments.
LSTM and GRU introduce the gating mechanism on the basis of RNN
and perform better in the next POI recommendation issue. It means
LSTM and GRU have more abilities to handle long sequences than
RNN. LSTPM models both users’ long-term preferences and short-
term preferences and considers the spatio-temporal relationships
amongcheck-ins.Hence, itachievesagreat success in thenextPOI rec-
ommendation. Besides, its performance reveals the importance of
spatio-temporal factors. For our RTPMmodel, on the basis of LSTPM,
we further think about the periodic trends of people’s behaviors and
design betterweight settingmethods.What’smore, we consider time
restrictions in RTPM for real-time recommendation. Specifically, we
take both the influence of the public preference in different time slots
and the popularity of POI categories changing over time into consider-
ation,which are not considered in LSTPMandmake RTPMhave better
real-time performance. As a result, our RTPMmodel achieves the best
performance among these baselines.
6.5. Analysis on key components in RTPM

To verify the effectiveness of several key components in our
model, we conduct more experiments on three simplified versions
of our model.

The following two simplified versions of our model are designed
to evaluate the long-term and short-term components. And in
order to eliminate the influence of the category filter, we remove
the category filter for both these two versions.

� RTPMNC�L: This version removes the short-term component and
the category filter in the recommendation module, and reserves
the long-term component.

� RTPMNC�S: This one removes the long-term component and the
category filter in the recommendation module, and reserves the
short-term component.
Table 2
Baseline performance on NYC and TKY.

NYC

Rec@1 Rec@3 Rec@5 NDCG@1 NDCG@3 NDCG@5

NCF 0.0303 0.1088 0.1584 0.0303 0.0751 0.0955
TCF 0.0239 0.0460 0.0555 0.0239 0.0370 0.0409
RNN 0.1515 0.2522 0.2941 0.1515 0.2102 0.2275
LSTM 0.1595 0.2867 0.3507 0.1595 0.2329 0.2593
GRU 0.1625 0.2757 0.3260 0.1625 0.2284 0.2492
LSTPM 0.1836 0.3087 0.3707 0.1836 0.2559 0.2814
RTPM 0.1944 0.3182 0.3752 0.1944 0.2663 0.2898

Table 3
Performance of different versions of RTPM.

NYC

Rec@1 Rec@3 Rec@5 NDCG@1 NDCG@3 NDCG@5

RTPMNC�L 0.1189 0.2617 0.3320 0.1189 0.2011 0.2301
RTPMNC�S 0.1517 0.2468 0.2850 0.1517 0.2067 0.2224
RTPMNC 0.1882 0.3139 0.3714 0.1882 0.2616 0.2852
RTPM 0.1944 0.3182 0.3752 0.1944 0.2663 0.2898
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To verify the effectiveness of the category filter, we implement
the following version:

� RTPMNC: This version removes the category filter in the
recommendation module of the RTPM and reserves the
rest.

Table 3 presents the experimental results of the three simplified
versions of RTPM. As we see, RTPMNC�L outperforms RTPMNC�S on
more evaluation metrics. It demonstrates that the long-term pref-
erence component can better mine users’ patterns of life and take
more effect on the real-time POI recommendation. Even so, the
short-term preference component is still indispensable. We can
see that incorporating the long-term preference and the short-
term preference, RTPMNC achieves a better performance. This indi-
cates that although RTPMNC�S performs a little weak relatively, it
also makes a contribution to the real-time POI recommendation.
Compared with RTPMNC, RTPM further improves the experimental
results. This shows the effectiveness of the category filter operation
and proves that the recommendation lists generated after the cat-
egory filter operation fit users’ real-time preferences and patterns
of life in corresponding time slots better than the recommendation
lists generated directly by the probabilities.

6.6. Analysis on the category filter

To further illustrate the necessity and the practical effect of the
category filter, we count up the specific number of categories fil-
tered out and the POIs belonging to these categories in each time
slot. Then, we further calculate the percentage of those filtered
out in the whole categories and POIs and present the results in
Fig. 5. From Fig. 5a, We can find that at least 20% categories are fil-
tered in each time slots which means there are at least 20% cate-
gories which few people visit in the corresponding time slots.
And more than 70% POIs are filtered in each time slot so that the
search space is greatly reduced.

6.7. Impact of parameters

We conduct some experiments to evaluate the impact of
parameters a;g; c and d on NYC and the results are presented in
Fig. 6–9 respectively. The results on TKY are similar and we omit
them due to space limit. Besides, the results of NDCG@1 are the
same as Rec@1, so the results of NDCG@1 are also omitted. In
TKY

Rec@1 Rec@3 Rec@5 NDCG@1 NDCG@3 NDCG@5

0.0440 0.0861 0.1208 0.0440 0.0680 0.0820
0.0685 0.1261 0.1608 0.0685 0.1016 0.1158
0.1740 0.2934 0.3527 0.1740 0.2436 0.2680
0.1976 0.3392 0.4063 0.1976 0.2797 0.3073
0.2083 0.3483 0.4117 0.2083 0.2897 0.3158
0.2088 0.3492 0.4135 0.2088 0.2902 0.3168
0.2143 0.3504 0.4151 0.2143 0.2934 0.3201

TKY

Rec@1 Rec@3 Rec@5 NDCG@1 NDCG@3 NDCG@5

0.1319 0.2916 0.3675 0.1319 0.2243 0.2556
0.1581 0.2632 0.3173 0.1581 0.2190 0.2414
0.2139 0.3499 0.4146 0.2139 0.2930 0.3196
0.2143 0.3504 0.4151 0.2143 0.2934 0.3201



Fig. 5. The percentage of (a) Category and (b) POI filtered in different time slots.
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Fig. 6–9, the performance of Rec@K and NDCG@K is different with
these parameters changing. We aim to achieve better recommen-
dation performance with less POIs recommended and thus we
focus more on Rec@1 and NDCG@1.

a is used to trade off the importance of temporal and spatial
influence when modeling everyday preferences. In Fig. 6a, we can
see a ¼ 0:6 performs the best, which means temporal factors are a
little more important than spatial factors when modeling everyday
preferences.
Fig. 6. Performance of Rec@K and ND

Fig. 7. Performance of Rec@K and ND

Fig. 8. Performance of Rec@K and ND
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g is the parameter to adjust the importance of the sequential
influence and the current time’s preference influenced by the pub-
lic when modeling the short-term preference. In Fig. 7a, When
g ¼ 0:7, the performance is the best. So, when modeling the
short-term preference, the sequential influence is more important
than the current time’s preference influenced by the public which
means the patterns of life of oneself affect his plan more than
others.
CG@K w.r.t. parameter a on NYC.

CG@K w.r.t. parameter g on NYC.

CG@K w.r.t. parameter c on NYC.



Fig. 9. Performance of Rec@K and NDCG@K w.r.t. parameter d on NYC.
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c and d control the decay speed of the time interval and the
distance from the historical day to the present respectively when
modeling the long-term preference. As shown in Fig. 8a and
Fig. 9a, they should not be set to very large or small values.
Because, if they are too large, some historical information may
be ignored. On the contrary, if they are too small, the model
can not distinguish the importance of the past days. As a result,
we should set them to the appropriate values, i.e., c ¼ 0:1 and
d ¼ 0:01.

7. Conclusion

In this paper, we propose a model named RTPM for real-time
POI recommendation without utilizing the users’ personal attri-
butes and their current locations. RTPM mines users’ real-time
preferences with time restrictions from long-term and short-
term preferences. On the one hand, it formulates the periodic
trends of users’ behaviors by spatio-temporal factors in the long-
term preference. On the other hand, it considers the influence of
the public preference in current time slot and the users’ own
sequential influence for the short-term preference. Moreover, we
design a category filter to eliminate the POI categories which few
people visit in current time slot to further reduce the search space
and make the final recommendation fit users’ living habits in cur-
rent time slot better. Finally, we conduct extensive experiments on
two real datasets to evaluate our model. The experimental results
verify the effectiveness of our model and demonstrate that RTPM
outperforms the baselines.

In future work, we may take users’ regional transfer regularities
into account to depict users’ behavior patterns more comprehen-
sively. And the randomness of users’ preferences will also be
considered.
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