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Abstract

Session-based recommendation (SBR) is widely used in e-
commerce and streaming services, with the task of perform-
ing real-time recommendations based on short-term anony-
mous user history data. Most existing SBR frameworks fol-
low the pattern of learning a single representation for a
specific session, which makes it difficult to capture poten-
tial multiple interests, thus preventing discriminative recom-
mendation. Multi-Interest learning has emerged as an effec-
tive approach for addressing this issue on sequential data
in recent years. However, the current Multi-Interest frame-
works perform poorly on session data because they may gen-
erate excessive interests. To address these issues, we pro-
posed a model named Dynamic Multi-Interest Graph Neural
Network (DMI-GNN), which introduces the Multi-Interest
learning framework into SBR and refines it by proposing a
multiple positional patterns (MPP) learning method and a Dy-
namic Multi-Interest (DMI) regularization. Specifically, the
MPP learning layer ensures the model to obtain representa-
tions with different positional information for sessions. The
DMI regularization, on the other hand, mitigates the influ-
ence of excessive interests. Experiments on three bench-mark
datasets demonstrate that our methods achieve better perfor-
mance on different metrics.

Code — https://github.com/MICLab-Rec/DMI-GNN

Introduction
With the rapid growth of information on the Internet, rec-
ommendation systems play a crucial role in many applica-
tions, helping users alleviate information overload and pro-
viding personalized delivery, making it easier for users to
choose information that they are interested in. Many exist-
ing recommendation methods typically rely on long-term
user behavior sequences, such as collaborative filtering, ma-
trix factorization-based methods (Sarwar et al. 2001), and
Markov chain-based approaches (Rendle, Freudenthaler,
and Schmidt-Thieme 2010). These methods are simple and
easy to implement, and have been widely applied in prac-
tical recommendation scenarios. However, in recent years,
due to the limitations of real-world scenarios with unlogged
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Figure 1: Scenarios of Multi-Interest in session-based rec-
ommendation. S1 and S2 are different sessions. The two
v5 items are the next items of these sessions, respectively.
The heatmaps in the right corner represent the similarity
scores between the next items and their corresponding ses-
sion items, respectively.

users and increased awareness of user privacy protection, the
performance of these methods has been quite limited. As
a result, session-based recommendation techniques (using
anonymous behavioral data) have gained significant atten-
tion, generating recommendations for the next item based
solely on the ongoing session.

Existing session-based recommendation methods are
mainly based on sequence structures or graph structures.
Sequence-based methods model sessions as sequences and
predict the next item the user is likely to interact with.
Methods based on recurrent neural networks, such as GRU
and LSTM, became early leaders in this field due to their
inherent ability to process sequences and their represen-
tational capabilities. However, as mentioned in (Qiu et al.
2019), methods based on recurrent neural networks cannot
effectively model the relationships between items, as the
actual transition patterns are far more complex than simple
temporal ordering. Graph-based methods (Li et al. 2016;
Wu et al. 2019; Xu et al. 2019) have been proposed in recent
years to model more complex relationships within sessions.
On one hand, GNNs expand the expressive power of item
representations in the spatial dimension by explicitly ag-
gregating neighborhood information of items; on the other



Figure 2: Framework of DMI-GNN

hand, GNNs can model complex relationships between
items based on their weighted graph structure, such as cases
where multiple interactions exist between two items.

Considering the limitations of session length, existing
methods have adopted a strategy of generating only one
specific embedding for the entire session in the final
prediction stage, using this embedding to represent the
current session’s interest in the next item. However, in
practical recommendation scenarios, as shown in figure
1, items within one session can also be split into multiple
interests. For example, although the items in S1 in the figure
are all related to digital products, they can still be further
subdivided into three interests: mobile phones, computers,
and headphones. Moreover, figure 1 also illustrates that in
actual behavior patterns, the relevance of the next item of a
session to all items in that session does not follow a single
positional pattern. The pattern in S1 represents targeted
browsing behavior, specifically manifested as browsing
some other related items after viewing the target item, but
ultimately returning to the initial target item. The pattern in
S2 represents non-targeted browsing behavior, which often
does not lead to browsing suitable items at the beginning of
the session, but is more likely to browse target items as time
progresses. Unfortunately, in previous methods, the single
positional pattern modeling and single interest modeling
fail to capture richer behavioral patterns. This ultimately
results in the interest representation either significantly
biasing towards one type of item or not biasing towards
any type of item; the former may lead to accurate but more
monotonous results, while the latter ensures diversity in
recommendations but sacrifices accuracy.

To address this issue, we introduce a multi-interest
learning module to the existing session-based recommen-
dation framework. Multi-interest learning methods (Li
et al. 2019; Chai et al. 2022; Sabour, Frosst, and Hinton
2017) have been proposed in recent research and have
shown high potential in many sequence-based approaches.
Instead of focusing on computing a specific interest, these
methods explicitly construct multiple different interest
representations based on the user’s behavior sequence,

breaking through the performance bottleneck of single
interest representation. Specifically, these methods often
learn interest representations through the dynamic routing
method of CapsuleNet (Sabour, Frosst, and Hinton 2017)
or multi-head attention methods (Cen et al. 2020) after
learning contextual information from item representations.
Based on this, we propose a Dynamic Multi-Interest Graph
Neural Network for session-based recommendation. We
first use a multi-interest extractor coupled with a multiple
positional patterns learning layer to obtain multiple interest
representations. Then, to ensure that these interest vectors
have rich representational capabilities while avoiding
redundant low-quality interests representations, we propose
a dynamic multi-interest regularization term to adjust the
distances between interest representations, which can help
adapt multi-interest framework to SBR. Finally, we adopt a
strategy of taking the maximum of multiple interest scores
to obtain the score for each item, and then select the top-k
items as the candidate set. Our contributions in this paper
can be summarized as follows:

• To the best of our knowledge, this is the first work to
leverage session length information to guide the learn-
ing of interest numbers for effective session-based rec-
ommendation.

• We propose a dynamic multi-interest (DMI) regulariza-
tion term to mitigate the effect of excessive interests and
refine the multi-interest framework with a multiple po-
sitional patterns (MPP) learning method to obtain richer
representations.

• Our proposed method, DMI-GNN, has shown superi-
ority over the state-of-the-art baselines on three public
benchmark datasets in terms of HR@20, MRR@20, and
Cov@20.

Related Works
Graph-based SBR
Recently, due to its powerful representation learning and in-
formation aggregation capabilities, Graph Neural Networks



(GNNs) have gained widespread attention in the field of rec-
ommender systems, including Session-Based Recommen-
dation (SBR). Among these, SR-GNN (Wu et al. 2019)
was the first to apply GNNs to the SBR problem, model-
ing session data as a graph and using gated GNNs to cap-
ture complex transitions within sessions. SGNN-HN (Pan
et al. 2020) captures complex transition relationships be-
tween items by establishing a star-shaped graph structure for
sessions and utilizes a high-speed network to avoid overfit-
ting issues. DHCN (Xia et al. 2021) introduces hypergraphs
to model and capture high-order relationships between items
and incorporates self-supervised learning to enhance model
performance. GCE-GNN (Wang et al. 2021) captures local
information within sessions and global information across
all sessions through two levels of representation learning.
MGIR (Han et al. 2022)employs GNNs to learn various item
relationships and encodes these relationships through differ-
ent aggregation layers, ultimately integrating both positive
and negative relationships to generate enhanced session rep-
resentations.

Multi-Interest Learning
The increase in computational power has led recent re-
search to trend towards using more complex and computa-
tionally expensive methods to extract richer representations
from user data. Multi-Interest is one such method in recom-
mender system applications, modeling user interests as mul-
tiple distinct vectors to capture complex interaction patterns
between users and items. With the support of CapsuleNet-
based Dynamic Routing technology (Sabour, Frosst, and
Hinton 2017), MIND (Li et al. 2019) was the first to propose
a recommender system based on multi-interest learning, us-
ing multiple capsules to represent different interests. Simi-
larly, ComiRec (Cen et al. 2020) introduced another multi-
interest extraction module based on the self-attention mech-
anism. There are also works like PIMIRec (Chen et al. 2021)
that include temporal information and interactivity within a
similar framework. Works like MGNM (Tian et al. 2022) fo-
cus more on improving the performance of multi-interest in
the ranking stage. Recent studies have applied multi-interest
learning to SBR. MI-GNN (Wang et al. 2023b) builds an
interest graph from both historical and current behavior se-
quences, while TMI-GNN (Shen et al. 2022) models inter-
ests as nodes to increase item-item graph density. Unlike
these methods, ours generates multiple interests from a sin-
gle session.

Proposed Method
We propose a Dynamic Multi-Interest Graph Neural Net-
work (DMI-GNN) for session-based recommendation. Fig-
ure 2 illustrates the overall framework of DMI-GNN. First,
a normalized item embedding is fed into a graph context
learning layer, where the inter-session and intra-session in-
formation of each node are learned. Next, we introduce
a multi-interest recommendation framework based on the
multiple positional patterns learning. By designing the Dy-
namic Multi-Interest loss, we obtain richer interest represen-
tations replacing the traditional approach of generating only

a single session representation in SBR. Finally, the predicted
probability of candidate items for recommendation is output
by taking the maximum score among different interests.

Problem Formulation
Session-based recommendation aims to predict the next item
a user will interact with based on their short-term interac-
tions. Here, we provide the formulation of the problem.

Let V = {v1, v2, ..., vn} be the set of items, repre-
senting all items that appear across all sessions. A ses-
sion of an anonymous user can be represented as S =
{vs,1, vs,2, ..., vs,l}, where l denotes the length of the ses-
sion and vs,i represents the i-th item in session s. The goal of
a session-based recommendation system is to predict vs,l+1

based on a given session s. For a session-based recommen-
dation system, we output the probability of each item v be-
ing the next interaction item for a session s, using this prob-
ability as the score. The items with the top-K scores are
returned as the recommendation results.

Graph Context Learning Layer
For each item in a session, using only a single layer of em-
bedding makes it difficult to capture and learn complex tran-
sition patterns. Due to the inherent connectivity in sessions,
we use a GNN-based context learning layer to obtain rich
representations for each item.

Our graph context learning layer architecture is based
on GCE-GNN. It primarily provides richer representations
through two aspects of information. 1). Global context of
items (inter-session neighbor information). 2). Intra-session
neighbor information. This can be written as follows:

h′
v = hG,k

v + hS
v (1)

Where hG,k
v and hS

v are the global-level and session-level
graph context representations, respectively. The specific cal-
culation methods for hG,k

v and hS
v are entirely based on the

fundamental construction framework of the model, with ref-
erence to GCE-GNN (Wang et al. 2021).

Multi-Interest Extractor
In the context of industrial recommendation systems, the
size of the item set is often in the hundreds of thousands
or even millions. Therefore, the matching of candidate items
plays a crucial role in improving recommendation efficiency.
The quality of representations calculated based on user be-
havior sequences is a decisive factor in the matching phase.
In SBR, users are often anonymous, and session data replace
long-term user behavioral sequences, making user interest
modeling a challenging problem.

Given the limitations on session length, existing session-
based recommendation models typically compute a single
interest representation for each session. This results in inter-
est embeddings that lack diversity and expressiveness. How-
ever, each session may involve items with significantly dif-
ferent and diverse purposes in practice, highlighting the ne-
cessity of applying Multi-Interest learning to SBR.

Various methods for extracting multiple interests cur-
rently exist, and our approach employs a multi-head self-
attention mechanism. Given the graph context enhanced



item embeddings within a session: H = [h′
vs
1
,h′

vs
2
, ...,h′

vs
l
]

where l is the length of current session. It is notable that dif-
ferent items’ contributions to prediction varies as we have
illustrated in Figure 1. A single positional encoding cannot
represent such information and what’s more, it even may
have negative impact on multi-interest representations, pre-
venting them from being effective.

Our method, utilizing a multi-interest recommendation
framework, learns different positional patterns for each in-
terest. We use a learnable positional embedding matrix P =
[p1,p2, ...,pl], where pi ∈ Rd is a positional vector for spe-
cific position i. Item representations with positional infor-
mation can be calculated as follows:

zi = tanh(W3[h′
vs
i
||pl−i+1] + b3) (2)

where W3 ∈ Rd×2d and b3 ∈ Rd are learnable parameters
which act as transformation matrix and transformation vec-
tor.

Next, we use self-attention mechanism to obtain the atten-
tion weights αi of the i-th item to compute a single interest:

αi = qT
2 σ(W4zi + b4) (3)

where W4 ∈ Rd×d and q2,b4 ∈ Rd are learnable param-
eters. Because each positional pattern corresponds to a spe-
cific interest, so the parameters can’t be simply stacked to-
gether as a matrix. Thus the weights vectors of multiple in-
terests can be calculated as:

α
(u)
i = q(u)T

2 σ(W(u)
4 zi + b(u)

4 ), u ∈ {1, 2, ..., U} (4)

where U is the number of interests, and each interest repre-
sentation can be denoted as:

su =

l∑
i=1

α
(u)
i h′

vs
i
, u ∈ {1, 2, ..., U} (5)

Prediction Layer
Based on the interest representations, the candidate items
match process relies on the probability for each candidate
item, which can be represented by the similarity score of its
inital embedding and the interest representation.

Given that we have multiple interest representations, and
each of them can retrieve top-N items respectively, we adopt
a policy to obtain the overall top-N items. This policy uses
the maximum score among scores of item i with all inter-
est vectors to denote the overall score of item i. It can be
calculated as:

score(i) = max
1≤u≤U

(sTu hvi) (6)

and the corresponding probability ŷi can be denoted as :

ŷi = softmax(score(i)) (7)
The loss function is the cross-entropy of the prediction

results ŷi:

LCE = −
n∑

i=1

yi log ŷi + (1− yi) log (1− ŷi) (8)

where y denotes the one-hot encoding of the ground truth.

Dynamic Regularization for Multi-Interest
Learning
The multi-interest extractor is a crucial module in the multi-
interest learning process. From the perspective of maximiz-
ing recommendation performance and diversity, we aim to
obtain multiple interest vectors that are richer representa-
tions, which means that these multiple interests should not
be too similar to each other. Therefore, based on the original
loss function, we need to add a simple regularization term as
follows to ensure the diversity of interest vectors:

Lsim =
2

U(U − 1)

U−1∑
i=1

U∑
j=i+1

|aiaj |
|ai||aj |

(9)

where ai = [α
(i)
1 , α

(i)
2 , ..., α

(i)
L ], L indicates the max length

of the sessions, so the same as aj .
However, since the number of interests in the interest ex-

tractor often determine the structure of networks, that means
it can not be revised during training. How to determine the
appropriate number of interests has become one of the most
challenging issues in applying Multi-Interest recommenda-
tion methods to SBR. We know that session data are of-
ten short in length, with an average of about 5-10 items,
meaning that a considerable portion of session data actually
only have 1-2 interests. Previous Multi-Interest recommen-
dation frameworks struggle to handle the data where the ac-
tual number of interests is less than the preset number of
interests. Excessive interests may also produce redundant,
low-quality interests, thereby degrading the actual recom-
mendation performance.

To mitigate this phenomenon, we then propose a simple
yet effective solution. We discovered that these interest rep-
resentations do not have to be overly discriminative; we can
let the model automatically adjust the distances between in-
terest representations. In cases where the session length is
short, we want all representations to be more similar or some
of them to be more similar, and when the session is long in
length, the interest representations are expected to be less
similar so as to capture richer representations. Very similar
interest representations can be approximately considered as
the same interest, as shown in Figure 3. This way, the model
can automatically adjust the number or differentiation de-
gree of Multi-Interest representations according to different
datasets, thereby achieving better recommendation results.
Specifically, we adjust the regularization term as follows:

LDMI = σ(
2(l − η)

U(U − 1)

U−1∑
i=1

U∑
j=i+1

|aiaj |
|ai||aj |

) (10)

where l is the length of current session, η is the hyperparam-
eter and σ is the sigmoid function.

Thus the overall training loss can be denoted as :

L = LCE + βLDMI (11)

where β is the hyperparameter that balances two losses.

Experiments
In this section, we report our experimental setting, includ-
ing datasets, baselines, evaluation metrics, and an analysis of



experimental results. We aim to answer the following ques-
tions:

• RQ1. How does our proposed method performance com-
pared with the state-of-the-art (SotA) methods in session
recommendation and Multi-Interest recommendation?

• RQ2. How do different modules of DMI-GNN affect the
recommendation?

• RQ3. Is the DMI regularization actually help to mitigate
the problems of applying Multi-Interest learning to SBR.

• RQ4. How do hyperparameters influence model perfor-
mance?

Dataset # training # test # items Avg.Lens

Tmall 351,268 25,898 40,727 6.69
RetailRocket 433,643 15,132 36,968 5.43

LastFM 2,837,330 672,833 38,615 11.78

Table 1: Statistics of the used datasets.

Datasets and Preprocessing
We conducted an evaluation of the proposed method on three
real-world benchmark datasets. The Tmall1 dataset, sourced
from the IJCAI-15 competition, comprises anonymized
shopping logs from the Tmall online platform. The LastFM2

dataset, captures the music listening behaviors of users. The
RetailRocket3 dataset, derived from a Kaggle competition,
encompasses user browsing activity recorded over a six-
month period. For a fair comparison, we follow the pre-
processing method proposed by SR-GNN (Wu et al. 2019).
The statistics of the three datasets after preprocessing are
detailed in Table 1.

Evaluation Metrics
We employ two widely used ranking based metrics as pre-
vious methods (Liu et al. 2018; Wang et al. 2021): HR@K
(Hit Rate at K) and MRR@K (Mean Reciprocal Rank at
K). Additionally, to meature the diversity of recommenda-
tions provided by the system, referring to previous work
(Yang et al. 2023), we introduce an extra evaluation metric,
Cov@K (Coverage at K). It quantifies how well the system
can cover a wide range of items from the entire collection.

Baselines and Implementaion Details
We conducted comparative experiments with our model
against several representative categories of SBR methods.

First are the traditional methods that have been widely ap-
plied: FPMC (2010), GRU4REC (2016), NARM (2017).

The second category includes classic graph-based meth-
ods in the field of session recommendation: SR-GNN (2019)
and GCE-GNN (2021).

1https://tianchi.aliyun.com/dataset/dataDetail?dataId=42
2http://ocelma.net/MusicRecommendationDataset/lastfm-

1K.html
3https://www.kaggle.com/retailrocket/ecommerce-dataset

The third category consists of classic methods in the
multi-interest recommendation field: MIND (2019) and
ComiRec (2020).

The final category includes state-of-the-art (SotA) meth-
ods that have shown the strongest performance in session
recommendation in recent years: MGIR (2022) and A-
Mixer (2023).

For fair comparison, we aligned our experimental settings
with those of GCE-GNN. The Adam optimizer (Kingma and
Ba 2015) was chosen, operating at a learning rate of 0.001.
Our model was configured with an embedding size of 100
and trained within 20 epochs, processing data in batches
of 100. For DMI-GNN, we tune the balance coefficient β
among {0.001, 0.005, 0.01, 0.05}, U among {2, 3, 4, 5}, and
searched η from 8 to 18 in 2 increments.

Finally we select the parameter group based on the com-
bined performance of the HR@20 and MRR@20 metrics.
We conducted the experiment on a NVIDIA 3080Ti, using
PyTorch version 1.11.0 + cu113.

Overall Comparison (RQ1)
Table 2 presents the full results of nine baseline methods
and our approach across three metrics on three real-world
datasets, with the best result in each column highlighted
in bold and the second-best result underlined. It can be
observed that our method outperforms the baseline methods
in every metric for each dataset. This also demonstrates the
effectiveness of our proposed approach.

Among traditional methods, FPMC, based on Markov
chains, performs worst as its modeling of chronological
order is not complex enough. GRU4Rec, demonstrates
its effectiveness on Tmall and RetailRocket by utilizing
Gated Recurrent Units (GRUs) to model user sequences.
By incorporating attention mechanism into SBR, NARM,
improved over GRE4Rec, shows the best performance
among traditional methods on all three datasets.

In contrast to traditional methods, recent approaches
based on GNNs have achieved significantly better re-
sults.For instance, SR-GNN, which was the first to apply
GNNs to session-based recommendation (SBR), performs
well on LastFM. However, its performance advantage
mainly relies on RNN-based methods. In comparison, GCE-
GNN, with its more extensive utilization of graph-based
inter-session and intra-session information, obtains better
performance on Tmall and RetailRocket.

Unlike the traditional method of learning a single rep-
resentation for a specific session, Multi-Interest learning
generates multiple representations for each session to
capture users’ potential interests. MIND is one of the most
classic multi-interest recommendation models. Different
from its excellent performance on sequential recommen-
dations, MIND acts poorly on all three datasets of SBR
because it may generate excessive interests. ComiRec
utilizes self-attention mechanisms to generate multiple
interest vectors and achieves impressive results on the
Cov@20 metric of three datasets.

Among all baseline methods, two SotA methods,MGIR
integrates various relationships to enhance the performance.
A-Mixer effectively utilizes multi-level user intent informa-



Datasets Tmall RetailRocket LastFM
Methods HR@20 MRR@20 Cov@20 HR@20 MRR@20 Cov@20 HR@20 MRR@20 Cov@20

FPMC 2.59 0.97 58.24 12.05 4.05 61.98 8.60 2.26 80.16
GRU4Rec 23.79 11.20 41.35 50.22 25.65 66.17 22.40 7.95 72.41

NARM 28.08 15.06 48.88 50.64 27.41 70.33 22.54 7.40 71.87

SR-GNN 26.75 13.36 53.16 50.48 26.45 69.33 22.90 9.01 57.66
GCE-GNN 32.66 15.07 68.54 55.28 28.34 71.31 24.64 8.82 66.78

MIND 28.69 14.18 47.85 43.87 23.11 59.27 18.96 7.11 39.48
ComiRec 34.22 15.64 71.16 53.92 28.29 72.94 22.23 8.08 82.64

MGIR 35.98 17.27 50.61 56.52 29.91 72.42 24.72 8.84 84.19
A-Mixer 37.74 18.13 47.42 56.28 28.76 70.34 24.50 9.05 67.34

DMI-GNN 40.26 18.58 94.00 57.53 31.27 76.26 25.66 9.39 93.86

Table 2: Model performance on all three datasets

tion to improve the inference capabilities. In comparison,
MGIR achieves a comprehensive lead on RetailRocket,
A-Mixer performs better on Tmall, while on LastFM, the
results of both methods are similar.

Our method, DMI-GNN, combines the strengths of both
approaches, outperforming graph-based and Multi-Interest-
based methods. Specifically, DMI-GNN outperforms MGIR
and A-Mixer across three datasets. The introduction of
the Multi-Interest framework significantly enhances the
diversity of recommendations, as evidenced by a substantial
increase in Cov@20. Additionally, DMI-GNN maintains a
high level of HR@20 and MRR@20, especially on Tmall.

Methods
Tmall LastFM

HR@20 MRR@20 HR@20 MRR@20
w/o DMI reg 38.27 18.32 25.62 9.34

w/o Multi-Pos 36.93 17.84 25.63 9.34

w/o Multi-Interest 33.33 16.74 24.42 9.02

max → sum 33.70 17.10 24.32 9.01

DMI-GNN 40.26 18.58 25.66 9.39

Table 3: The ablation study of DMI-GNN on dataset Tmall
and LastFM

Ablation Study (RQ2)
We conducted an ablation study on each design choice in
DMI-GNN to demonstrate their effectiveness. Specifically,
these factors include the DMI regularization, the multi-
ple positional patterns learning layer, and the entire Multi-
Interest extractor. We tested a variant of the model’s infer-
ence strategy by changing the candidate selection from pick-
ing the highest score across all interest representations to
using a voting method, where the scores from multiple in-
terests are summed for each item.

Table 3 presents the ablation study of various modules
in DMI-GNN. Firstly, removing the DMI regularization has

a negative impact on the recommendation system’s hit rate
and ranking metrics on Tmall. This indicates that DMI regu-
larization, by controlling the similarity of interest represen-
tations, achieves higher improvements in hit rate and rank-
ing. This notably demonstrates the effectiveness of this reg-
ularization term. Furthermore, we can observe that replac-
ing multiple positional patterns learning with single posi-
tional encoding results in a clear decline in metrics such as
MRR@20 on Tmall, reasonably suggesting that MPP has
an important influence on the order of candidate items. Fi-
nally, the results obtained using the Multi-Interest method
consistently outperform those using single-interest model-
ing across all metrics and datasets, with substantial improve-
ments in each metric.

The result of changing the selection strategy is similar to
the effect after removing the Multi-Interest module, which
might because the voting mechanism instead reduces the
discriminative power and diversity of the representation,
thereby degrading the model’s performance.

As mentioned earlier, multi-interest can acquire diverse
user behavior information and handle more complex sam-
ples by learning richer representations.

Figure 3: Comparison of the item-interest weight matrices
generated by models using our proposed DMI regulariza-
tion and similarity regularization respectively on sessions of
different lengths.



Case Study of DMI (RQ3)
Our model generates an item-interest weight matrix during
the multi-interest extraction phase, which represents the as-
sociation between items and each interest. We visualized this
weight matrix in the form of a heatmap on several real cases
to detect whether the DMI regularization term actually mit-
igates the problem of excessive interests. Figure 3 demon-
strates the matrices generated by models with different reg-
ularization terms on the same real-world cases. The three
included cases are sessions composed of the first 4 items,
the first 7 items, and the first 9 items from the same session
data, respectively. The upper part of the figure is the matri-
ces generated by our proposed DMI regularization term. It
can be observed that when the session length is 4, among the
five generated interest representations that make up the ma-
trix, three of the vectors have values almost entirely close to
0, resulting in only two valid interest representations being
generated. In the matrix generated from the session of length
7, four interest representations that are valid in values can be
observed, of which representations 2 and 4 are very similar.
They can be considered as the same interest representation
in real recommendations, thus the model ultimately gener-
ates only three different interest representations.

In the lower part of the image, where the model is merely
guided by the similarity regularization term, five valid inter-
est representations are generated for both of first two short
sessions. This inevitably includes redundant interests, which
may weaken their representativeness and subsequently re-
duce the effectiveness of the recommendations. This demon-
strates that our proposed DMI regularization term effectively
mitigates the redundancy issue in Multi-Interest learning for
session data by controlling the differentiation degree of in-
terest representations. For sessions of length 10, both mod-
els generate five valid interest representations to adapt to the
potentially more diverse interests in longer sequences, indi-
cating that the DMI regularization also maintains good per-
formance in longer sequence scenarios.

Figure 4: The impact of balance coefficient β

Figure 5: The impact of interests number U

Impact of Hyperparameters (RQ4)
We tested the impact of different hyperparameters on model
performance across three datasets as follows.

Figure 6: The impact of the hyperparameter η

Impact of β. First, we investigated the effect of the regu-
larization balance coefficient beta on model performance. It
can be observed from Figure 4 that for both metrics across
all three datasets, moderate balance coefficient values tend
to achieve better results. This is because a low balance co-
efficient fails to leverage the regularization term to guide
optimization, while an excessively high balance coefficient
causes the model to ”overcorrect”, deviating from the ini-
tial optimization direction primarily based on cross-entropy
loss, leading to decreased model performance.

Impact of U . Next, we also explored the impact of the
number of interests on model performance. Figure 5 shows
that for the three datasets we used, three or more interests
tend to yield better results. The model’s performance has
shown a growing trend as the interests number increases.
This may be due to the DMI-loss regularization term we
introduced, which aims to mitigate potential performance
degradation caused by excessive interests.

Impact of η. Finally, we also considered the influence of
the hyperparameter η. The significance of η is to make the
model focus more on distinguishing interests generated from
session data with lengths near η. From Figure 6, it can be ob-
served that this parameter has different effects on different
datasets, we can see that the LastFM dataset, which has a
longer average length, performs better at higher η values,
while the other two datasets with shorter average lengths
perform better with lower η values. This may be due to
the different distributions of session lengths in the datasets.
For example, the LastFM dataset contains more session data
with lengths greater than 10, so the model performs better
when it focuses more on sessions of these lengths.

Conclusion
This paper investigates the introduction of multi-interest
learning in session-based recommendation systems. This is
a challenging task, as it is often difficult to extract an ap-
propriate number of interest representations from session
data, which tend to be relatively short on average. This pa-
per proposes a recommendation system architecture based
on GNNs and Multi-Interest learning: DMI-GNN. Specif-
ically, it employs a multi-head self-attention mechanism
based on multiple positional patterns learning to capture
richer user interests. It then uses a DMI regularization term
that adapts the distances between interest representations
to control their degree of differentiation, allowing Multi-
Interests learning to be better suited for SBR. Extensive
experiments demonstrate that DMI-GNN outperforms nine
baseline models across three benchmark datasets.
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E.; Castells, P.; Gonzalo, J.; Carterette, B.; Culpepper, J. S.;
and Kazai, G., eds., SIGIR ’22: The 45th International ACM
SIGIR Conference on Research and Development in Infor-
mation Retrieval, Madrid, Spain, July 11 - 15, 2022, 1632–
1641. ACM.
Wang, E.; Xu, Y.; Yang, Y.; Jiang, Y.; Yang, F.; and Wu,
J. 2023a. Zone-Enhanced Spatio-Temporal Representation
Learning for Urban POI Recommendation. IEEE Transac-
tions on Knowledge and Data Engineering, 35(9): 9628–
9641.
Wang, T.; Chen, C.; Huang, J.; and Huang, S. 2023b. Mod-
eling Cross-session Information with Multi-interest Graph
Neural Networks for the Next-item Recommendation. ACM
Trans. Knowl. Discov. Data, 17(1): 1:1–1:28.
Wang, Z.; Wei, W.; Cong, G.; Li, X.; Mao, X.; and Qiu, M.
2021. Global Context Enhanced Graph Neural Networks for
Session-based Recommendation. CoRR, abs/2106.05081.
Wu, S.; Tang, Y.; Zhu, Y.; Wang, L.; Xie, X.; and Tan, T.
2019. Session-Based Recommendation with Graph Neu-
ral Networks. In The Thirty-Third AAAI Conference on
Artificial Intelligence, AAAI 2019, The Thirty-First Innova-
tive Applications of Artificial Intelligence Conference, IAAI
2019, The Ninth AAAI Symposium on Educational Advances
in Artificial Intelligence, EAAI 2019, Honolulu, Hawaii,
USA, January 27 - February 1, 2019, 346–353. AAAI Press.
Xia, X.; Yin, H.; Yu, J.; Wang, Q.; Cui, L.; and Zhang, X.
2021. Self-Supervised Hypergraph Convolutional Networks
for Session-based Recommendation. In Thirty-Fifth AAAI
Conference on Artificial Intelligence, AAAI 2021, Thirty-
Third Conference on Innovative Applications of Artificial
Intelligence, IAAI 2021, The Eleventh Symposium on Edu-
cational Advances in Artificial Intelligence, EAAI 2021, Vir-
tual Event, February 2-9, 2021, 4503–4511. AAAI Press.
Xu, C.; Zhao, P.; Liu, Y.; Sheng, V. S.; Xu, J.; Zhuang, F.;
Fang, J.; and Zhou, X. 2019. Graph Contextualized Self-
Attention Network for Session-based Recommendation. In
Kraus, S., ed., Proceedings of the Twenty-Eighth Interna-
tional Joint Conference on Artificial Intelligence, IJCAI
2019, Macao, China, August 10-16, 2019, 3940–3946. ij-
cai.org.
Xu, Y.; Wang, E.; Yang, Y.; and Chang, Y. 2022a. A
Unified Collaborative Representation Learning for Neural-
Network Based Recommender Systems. IEEE Transactions
on Knowledge and Data Engineering, 34(11): 5126–5139.
Xu, Y.; Yang, Y.; Wang, E.; Zhuang, F.; and Xiong, H.
2022b. Detect Professional Malicious User With Metric
Learning in Recommender Systems. IEEE Transactions on
Knowledge and Data Engineering, 34(9): 4133–4146.
Xu, Y.; Zhuang, F.; Wang, E.; Li, C.; and Wu, J. 2024. Learn-
ing without Missing-At-Random Prior Propensity-A Gener-

ative Approach for Recommender Systems. IEEE Transac-
tions on Knowledge and Data Engineering, 1–13.
Yang, H.; Choi, Y.; Kim, G.; and Lee, J. 2023. LOAM:
Improving Long-tail Session-based Recommendation via
Niche Walk Augmentation and Tail Session Mixup. In Chen,
H.; Duh, W. E.; Huang, H.; Kato, M. P.; Mothe, J.; and
Poblete, B., eds., Proceedings of the 46th International ACM
SIGIR Conference on Research and Development in Infor-
mation Retrieval, SIGIR 2023, Taipei, Taiwan, July 23-27,
2023, 527–536. ACM.
Zhang, P.; Guo, J.; Li, C.; Xie, Y.; Kim, J.; Zhang, Y.; Xie,
X.; Wang, H.; and Kim, S. 2023. Efficiently Leveraging
Multi-level User Intent for Session-based Recommendation
via Atten-Mixer Network. In Chua, T.; Lauw, H. W.; Si,
L.; Terzi, E.; and Tsaparas, P., eds., Proceedings of the Six-
teenth ACM International Conference on Web Search and
Data Mining, WSDM 2023, Singapore, 27 February 2023 -
3 March 2023, 168–176. ACM.


