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Abstract—Citywide traffic flow prediction is a basic but challenging task in the field of Intelligent Transportation Systems (ITS). Most existing traffic flow prediction methods require historical traffic data of all the target roads in both training and application stages. However, it is not easy, and usually costly, to collect real-time traffic data across the entire road network. Therefore, many existing methods have to narrow down the scope of their prediction on the parts of road networks. In this paper, we propose a deep-learning model, named Limil-TFP, which has the ability to identify a limited number of monitored roads, and achieves citywide traffic flow prediction by using the historical traffic data of these selected roads. Specifically, an embedding module is proposed to capture the spatial context (road topology structure) and the attributes (e.g., road type, length, lanes, etc.) of each road by embedding all road segments into vectors. A road ranking method is then developed for selecting a limited number of roads to be monitored. A group of multi-head attention mechanisms is exploited for capturing the dynamic correlations with each monitored road. Meanwhile, the fusion with external factors, including the point of interests (POIs) and weather data, is also taken into account to further improve the prediction accuracy. Extensive experiments on the real-world datasets demonstrate that the proposed model achieves the superior performance and is robust with the presence of noise compared to the state-of-the-art baselines, with only 5% roads being monitored.
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be of great significance for improving the efficiency of traffic forecasting at a lower cost in practice. As shown in Fig. 1(b) and (c), the traffic patterns are more similar between the roads which have similar attributes and closer spatial distance. Such strong correlations make it possible to represent the global traffic conditions through a limited number of roads.

In this report, we propose a novel deep-learning based model, named Limi-TFP, which can make real-time citywide traffic flow prediction by using historical data of a limited number of monitored roads. Specifically, an embedding module converts the spatial context and the attributes of each road into a vector. A road ranking method is then applied to select a limited number of monitored roads to represent the global traffic conditions. Moreover, a multi-head attention mechanism is adopted, which, by comprehensively considering the influences of spatial, temporal, and external factors, can capture the dynamic correlations between the target roads and the monitored roads.

The contributions of this work are summarized as follows:

- We present a novel model, called Limi-TFP, which achieves citywide traffic flow prediction by using the historical traffic data of a limited number of monitored roads;
- We propose a road ranking algorithm to select the monitored roads, which are used to represent global traffic conditions. Besides, an effective multi-head attention mechanism is adopted to capture the dynamic correlations between target roads and each monitored road;
- The proposed model comprehensively considers many complex factors, including the spatial structure of the whole road network, the attributes of each road, the POI distribution surrounding each road, the real-time weather conditions and the dynamic traffic parameters. Therefore, the model is with high robustness for different traffic conditions;
- The proposed model only needs the traffic parameters data of a limited number of monitored roads, so that the time cost of data processing is greatly reduced. Therefore, it is more suitable for the real-time citywide traffic flow prediction, especially for the short-term traffic flow prediction task;
- We evaluate our model on two different traffic modes, taxis and buses, in Changchun city of China. Extensive experiments verify that our model, with only 5% roads being selected as monitored roads, achieves satisfactory prediction performances and has a stronger tolerance of data loss than the state-of-the-art methods.

The rest of this paper is organized as follows. Section II reviews the related works on traffic prediction. Section III formalizes the problem of Limi-TFP. Section IV elaborates on the proposed model. Experiments with real-word datasets are presented in Section V. Conclusion and future work are discussed in Section VI.

II. RELATED WORK

A. Time Series and Machine Learning Methods

Traffic prediction is an important component of ITS that has been intensively studied in the last few decades. Traditional time series based methods like ARIMA and its variations are widely used in forecasting tasks in many fields [10], [26]. Traffic conditions however are complicated and could be affected by many factors (e.g., weather conditions, traffic congestion, traffic accident, etc.), making it difficult for time series models to capture such complex external features. The performances of time-series models in traffic prediction thus have been unsatisfactory. Machine learning based methods, such as SVM [27] and XGBoost [28], can model more complex factors and perform well in traffic prediction fields. Such basic machine learning methods however require extensive initial work on feature selection, to which domain knowledge is essential.

B. Deep Learning for Traffic Flow Prediction

Deep Learning approaches have been successfully applied in many domains as they could automatically calculate the impacts of input variables on the targets. LSTM as one of the most famous deep learning techniques, can effectively capture the long-term and short-term patterns of traffic data and has shown superior performance in traffic prediction tasks [13], [14], [15]. Another well-known deep learning technique, convolutional neural network (CNN), which is good at modeling spatial correlations, has also been adopted for traffic prediction [29], [30], [31], [32]. These approaches transform traffic data into pixel values and then use CNN to achieve citywide traffic prediction. Some complex and innovative deep learning models have also been developed for traffic prediction [23], [24], achieving further improved performance and accuracy due to their enhanced abilities in capturing complex external features. More recently, approaches motivated by the graph convolution have been proposed, such as GCN [33] and STGCN [34]. Urban road network is of a typical graph structure, it is hence not a surprise that these graph convolution based methods achieve promising results in traffic prediction. The state-of-the-art methods, such as those reported in [18], [35], by combining the attention mechanism and encoder-decoder architecture with GCN, achieve excellent...
performances in traffic prediction, thanks to their strong capabilities in modeling dynamic spatio-temporal correlations.

While most of the work reported above request monitoring the whole road network. Our method, on the other hand, comprehensively considers the spatial structure of the whole road network and the attributes of each road, consequently the prediction task can be done with fewer monitored roads.

III. PROBLEM FORMULATION

Notations: The road network is represented as a directed graph $G = (V, E)$, where $V$ stands for the set of intersections and $E$ is the set of road segments. $N = |E|$ is the number of road segments in $G$. The monitored road set is represented as $E_m \subseteq E$, and the number of $E_m$ is $L = |E_m|$, $L \ll N$. The elements $e_i \in E$ and $e_{mi} \in E_m$ represent the $i$-th road segment in $E$ and $E_m$ respectively. The monitored traffic data at time slice $t$ is represented as $X_t = (x_{e_{m1}}^t, x_{e_{m2}}^t, \ldots, x_{e_{mL}}^t)$, where $x_{e_{mi}}^t \in \mathbb{R}^K$ represents $K$ types of basic traffic parameters (e.g., traffic flow, traffic speed, etc.) obtained on $e_{mi}$ at time slice $t$. The input traffic data of the model $(X)$ is consisted of three time series segments: recent-period $(X_r)$, daily-period $(X_d)$ and weekly-period $(X_w)$, details are as follows:

$$X_r = (X_{t-T_p}, X_{t-(T_p-1)}, \ldots, X_{t-1}) ,$$
$$X_d = (X_{t-T_dT_p}, X_{t-T_d(T_p-1)}, \ldots, X_{t-T_d}) ,$$
$$X_w = (X_{t-T_dT_p7}, X_{t-T_d(T_p-1)7}, \ldots, X_{t-T_d7}) ,$$
$$X = (X_r, X_d, X_w) \in \mathbb{R}^{L \times T \times K} ,$$

where $T_p$ is the length of each time series segment, $T_d$ is the number of time slices in one day, and $T$ represents the total length of the input time slices.

Table I: KEY VARIABLES DESCRIPTION

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_m$</td>
<td>The selected monitored road set</td>
</tr>
<tr>
<td>$N$</td>
<td>The number of all roads</td>
</tr>
<tr>
<td>$L$</td>
<td>The number of the monitored roads</td>
</tr>
<tr>
<td>$T$</td>
<td>The number of total time slices</td>
</tr>
<tr>
<td>$K$</td>
<td>The number of traffic parameter types</td>
</tr>
<tr>
<td>$P$</td>
<td>The number of attention heads</td>
</tr>
<tr>
<td>$e_i$</td>
<td>Spatial embedding vectors of parameter $e_i$</td>
</tr>
<tr>
<td>$e_{mi}$</td>
<td>Embedding vectors of road $e_{mi}$</td>
</tr>
<tr>
<td>$s_{ci}$</td>
<td>Ranking score of cluster $c_i$</td>
</tr>
<tr>
<td>$s_{ej}$</td>
<td>Ranking score of road $e_j$ in the cluster $c_i$</td>
</tr>
<tr>
<td>$\text{score}<em>{e</em>{mi}}^{k}$</td>
<td>Final ranking score of road $e_{mi}$</td>
</tr>
<tr>
<td>$\text{us}<em>{\text{target},e</em>{mi}}^{k}$</td>
<td>The spatial correlations between target road $e_{\text{target}}$ and monitored road $e_{mi}$ at time slice $j$ of the $k$-th type traffic parameter.</td>
</tr>
<tr>
<td>$\alpha_{\text{target},e_{mi}}^{k}$</td>
<td>The normalized spatial attention score of the $p$-th dimension of $\text{us}<em>{\text{target},e</em>{mi}}^{k}$.</td>
</tr>
<tr>
<td>$\text{ut}<em>{\text{target},e</em>{mi}}^{k}$</td>
<td>The temporal correlation between the target road $e_{\text{target}}$ and monitored road $e_{mi}$ at time slice $j$ of the $k$-th type traffic parameter.</td>
</tr>
<tr>
<td>$\beta_{\text{target},e_{mi}}^{k}$</td>
<td>The normalized temporal attention score of the $p$-th dimension of $\text{ut}<em>{\text{target},e</em>{mi}}^{k}$.</td>
</tr>
<tr>
<td>$\text{ue}<em>{\text{target},e</em>{mi}}^{k}$</td>
<td>The external correlations between target road $e_{\text{target}}$ and monitored road $e_{mi}$ at time slice $j$ of the $k$-th type traffic parameter.</td>
</tr>
<tr>
<td>$\gamma_{\text{target},e_{mi}}^{k}$</td>
<td>The normalized external attention score of the $p$-th dimension of $\text{ue}<em>{\text{target},e</em>{mi}}^{k}$.</td>
</tr>
<tr>
<td>$h1$</td>
<td>The output of Multi-head attention module, $h1_{i,k} \in \mathbb{R}^P$ represents the attention value of road $e_{mi}$ in the $k$-th attention layer.</td>
</tr>
<tr>
<td>$h2$</td>
<td>The output of FCs (the first fully-connected neural network module), $h2_k \in \mathbb{R}^P$ is output of $k$-th layer.</td>
</tr>
</tbody>
</table>

**Problem Statement:** There are two tasks in our model. The first one is to select the monitored road set $E_m$, and the second one is to predict the traffic flow of the target time slice $t$ for
all roads $E$. The input of the model is the historical monitored traffic data $X$, road network $G$, and the external factors $F$ (including POIs, weather conditions, etc.). The output is $\hat{Y} = (\hat{y}_{t}^{1}, \hat{y}_{t}^{2}, \ldots, \hat{y}_{t}^{N})$, where $\hat{y}_{t}^{i}$ is the predicted value of road $e_{i}$ at time slice $t$.

For readability, the key variables used in this paper are summarized in Table I.

IV. MODEL DESCRIPTION

Fig. 2 presents the overall framework of Limi-TFP. Specifically, an embedding module is adopted to convert the spatial context and attributes of road segments into vectors, so that we can learn the hidden spatial correlations between each road. According to the embedding vector of each road, we establish a road ranking method and select the top $L$ roads as the monitored roads. We integrate $K$ types of recent, daily and weekly historical traffic data input into $K$ separate attention layers. Each attention layer is composed of spatial, temporal and external factors attention mechanisms, which can dynamically assign different weights to the input data, and each road segment will generate an output $h_{1,i,k} \in \mathbb{R}^{P}$, which represents the attention value of road $e_{mi}$ in the $k$-th attention layer. Next, we feed the attention values of each attention layer and the external factors into fully-connected layers (FCs); the output of the $k$-th fully-connected layer is $h_{2} \in \mathbb{R}^{P}$. Finally, another fully-connected layer (FC) is used to connect the output values of FCs. The final output $\hat{Y}$ is the predicted traffic flow of each road. We detail each step in the following subsections.

A. Embedding Module

The traffic flow transfer is closely related to the spatial structure of the road network, so it is critical to capture the spatial correlations between each road for traffic prediction. To this end, in the embedding module, we leverage the node2vec [36] approach to convert spatial structure information of each road into a vector. Specifically, we use random walk to obtain the context information (directly adjacent roads in a random walk trajectory) of each road. Considering the driving pattern of vehicles, it is unlikely that they will choose an already traveled road, and they tend to drive further away from the roads they have passed through during a period of time. So we adopt a depth-first search (DFS) strategy [36] in random walk procedure. Afterward, we use the Skip-Gram model [37] to learn the road representations, which adopts a two-layer fully-connected neural network and takes the one-hot encoding of the specific road and the context roads as input and output respectively. Finally, we obtain the spatial embedding vectors by multiplying the one-hot encoding of the input road and the learned weight matrix, represented as $e_{i}^{\alpha} \in \mathbb{R}^{D}$.

Besides the spatial structure, the road attributes (e.g., road type, road length, number of lanes, etc.) are also important factors affecting traffic prediction. We thus adopt an autoencoder [38], which is composed of a two-layer neural network, and takes the attributes encoding as input and output simultaneously. The attributes encoding consists of one-hot encoding of road type, the normalized road length and the number of lanes. The attributes embedding vectors are represented as $e_{i}^{D} \in \mathbb{R}^{D}$.

Finally, to preserve both the spatial structure and road attributes information, the final embedding vector of road $e_{i}$ is represented as $e_{i} = e_{i}^{\alpha}||e_{i}^{D}$, where $||$ represents the concatenation operation.

B. Monitored Roads Selection

The selection of the representative roads to capture the global traffic conditions is a key issue in our model. It can be observed from Fig. 1(b) and (c) that, the traffic flow correlations is closely related to the spatial structure and attributes of each road. Accordingly, our monitored roads selection strategy is to use the $k$-means method to divide the roads into different clusters according to the hidden spatial and attributes information contained in the embedding vectors, where all the cluster centers are selected as initial monitored road set. More monitored roads will be iteratively selected based on a road ranking method.

Intuitively, the similarity between each element is higher in a smaller and denser cluster. To avoid over-selecting monitored roads in small clusters, we set higher ranking scores for the roads in large and sparse clusters. For a specific cluster, we assign higher ranking scores to the roads farther away from the cluster center and those selected monitored roads.

Specifically, we define the ranking score of a cluster $c_{i}$ as follows:

$$s_{c_{i}} = e^{-\frac{1}{2} \left( \frac{1}{n_{c_{i}}} + \frac{1}{\text{max}(|\mathcal{D}_{c_{i}}|)} \right)},$$

where $|c_{i}|$ is the number of road segments in cluster $c_{i}$, $\mathcal{D}_{c_{i}}$ represents the average euclidean distance between all embedding vectors and the cluster center in $c_{i}$, and $\text{max}(|\mathcal{D}_{c_{i}}|)$ represents the maximum average euclidean distance value of all the clusters.

The score of each road segment $e_{j}$ in the cluster $c_{i}$ is defined as follows:

$$s_{e_{j}} = e^{-\frac{1}{2} \left( \frac{1}{d(e_{j}, \mathcal{E}_{m})} + \frac{1}{\text{min}(|\mathcal{D}_{c_{i}}|)} \right)},$$

where $d(e_{j}, \mathcal{E}_{m})$ denotes the euclidean distance of the embedding vectors between road $e_{j}$ and the cluster center $e_{c_{i}}$, $\text{max}(d_{c_{i}})$ is the maximum euclidean distance between each road and $e_{c_{i}}$ in cluster $c_{i}$, $\text{min}(e_{j}, \mathcal{E}_{m})$ represents the minimum euclidean distance between $e_{j}$ and the selected monitored road set $\mathcal{E}_{m}$, and $\text{max}(d_{m})$ represents the maximum value of the minimal euclidean distance between $\mathcal{E}_{m}$ and the other roads.

Finally, the ranking score for a specific road $e_{j}$ is defined as $\text{score}(e_{j}) = s_{e_{j}} \cdot s_{e_{j}}$. We select one road with the highest ranking score value and add it to $\mathcal{E}_{m}$, and then update the scores of all roads. Repeat this process until a total of $L$ road segments are selected as monitored roads.

C. Attention Layer

Fig. 3 illustrates an example of the $p$-th layer of the proposed multi-head attention mechanism, which contains three components, namely spatial attention, temporal attention and external attention, respectively. To capture the long-term and short-term temporal features, we integrate the recent, daily and weekly
historical data of $E_m$ as input. For convenience, we let $x_{i,j,k}$ denote the $k$-th dimension traffic data of road $e_{mi}$ at the $j$-th time slice. We describe each attention component in detail in the following subsections.

1) **Spatial Attention**: The traffic flow of each target road has different correlations with each monitored road due to the different hidden distance between their embedding vectors. Besides, the correlations are highly dynamic under different traffic conditions. For instance, while the traffic conditions of two adjacent roads are almost the same or have a relatively stable proportion over a period of time, a congestion on a road however may significantly affect the traffic conditions and cause cascading effects on other roads. Motivated by such observations, we design a spatial attention mechanism to capture such dynamically changing correlations.

Specifically, we concatenate the hidden embedding vectors through a matrix, and adopt a non-linear transformation to compute the relevance between the target road $e_{target}$ and the monitored road $e_{mi}$ at a certain time slice as follows:

$$us_{target,e_{mi}}^{j,k} = V_s \tanh (w_s2 \ (e_{target}^T W_s1 e_{mi} + w_{s3} x_{i,j,k} + b_s)),$$  \(4\)

where $us_{target,e_{mi}}^{j,k} \in \mathbb{R}^P$ represents the dynamic correlations between the predicted target road and the $i$-th monitored road in $E_m$. The learnable parameters are $W_{s1} \in \mathbb{R}^{2D \times 2D}$, $V_s \in \mathbb{R}^{P \times P}$, and $w_{s2}, w_{s3}, b_s \in \mathbb{R}^P$. Note that we use multi-head attention in each attention layer to jointly attend to the information from different representation sub-spaces at different positions. Then the $p$-th dimension of $us_{target,e_{mi}}^{j,k}$ will be normalized via softmax function:

$$\alpha_{target,e_{mi}}^{j,k,p} = \frac{\exp (us_{target,e_{mi}}^{j,k,p})}{\sum_{e_{mi} \in E_m} \exp (us_{target,e_{mi}}^{j,k,p})},$$  \(5\)

2) **Temporal Attention**: The time factors also have significant influences on the traffic prediction. Traffic conditions at a specific road segment may have periodic changes at different times of the day, and also have different patterns on weekdays and weekends. Therefore, the target road and each monitored road have different correlations at different time. Generally, for the monitored road segments with small hidden distances from the target road, the traffic conditions in the previous several time slices may have a higher correlation with the condition in the predicted time slice. However, for those monitored roads farther away, their impacts on the target road may only be felt after a relatively longer delay. Besides, traffic conditions may have a strong influence on the temporal correlations. For example, a congestion or a traffic accident occurring on a road segment may affect the traffic for a few hours. To model such properties, we design a temporal attention mechanism where the correlation between the target road $e_{target}$ and a monitored road $e_{mi}$ at the $j$-th time slice is defined as:

$$ut_{target,tj}^{i,k} = V_t \tanh (w_{t2} \ (e_{target}^T W_{t1} e_{mi}) + w_{t4} (\tau_{target}^T W_{t3} \tau_j) + w_{t5} x_{i,j,k} + b_t),$$  \(6\)

$$\beta_{target,tj}^{j,k,p} = \frac{\exp (ut_{target,tj}^{i,k,p})}{\sum_{t \in T} \exp (ut_{target,tj}^{i,k,p})},$$  \(7\)

where $ut_{target,tj}^{i,k}$ represents the dynamic correlation between the target time slice and the $j$-th time slice of the monitored road $e_{mi}$, and $\beta_{target,tj}^{j,k,p}$ is the temporal attention score in the $p$-th head of the $k$-th attention layer. Similar to that in the road attributes embedding, we transform the time features (e.g., day-of-week, time-of-day, weekday-or-weekend, etc.) through a two-layer autoencoder neural network. $\tau_{target}, \tau_j \in \mathbb{R}^D$ denote the time embedding vectors of the target time slice and $j$-th time slice respectively. The learnable parameters include $W_{t1} \in \mathbb{R}^{2D \times 2D}$, $W_{t3} \in \mathbb{R}^{D \times D}$, $V_t \in \mathbb{R}^{P \times P}$, and $w_{t2}, w_{t4}, w_{t5}, b_t \in \mathbb{R}^P$.

3) **External Attention**: Besides spatiotemporal correlations, external factors (such as POI, weather, etc.) may also significantly affect the correlations between the target roads and the monitored roads [39]. For example, in extreme weather conditions, the traffic conditions of certain roads will be severely affected, and people may change their driving routes, thus the correlations between roads will change accordingly. For different urban functional regions, their traffic patterns are also different. For example, in working regions, traffic flow tends to be higher in the morning and evening peaks, while in entertainment regions, the pattern may be totally different. To capture
where $\mathbf{f}_{\text{target}}$ and $\mathbf{f}_{\text{mi},j}$ represent the external embedding vectors of the target road at target time slice and the monitored road $e_{mi}$ at $j$-th time slice, respectively. Similarly, $\mathbf{u}_{e_{\text{target}}, e_{mi}}^j$ is the normalized external attention score in the $p$-th head of the $k$-th attention layer. The learnable parameters include $W_1 \in \mathbb{R}^{D \times D}$, $W_2 \in \mathbb{R}^{D \times 2D}$, $W_3 \in \mathbb{R}^{D \times D}$, $V_1 \in \mathbb{R}^{D \times P}$, and $w_{e_{\text{target}}, e_{mi}} \in \mathbb{R}^P$.

4) Attention Components Fusion: As shown in Fig. 3, we fuse the spatial, temporal and external factors components to generate the hidden state vector of each monitored road. $h_{1,i,k} \in \mathbb{R}^P$ denotes the final output of road $e_{mi}$ at the $k$-th attention layer. The $p$-th dimension of $h_{1,i,k}$ is defined as follows:

$$h_{1,i,k}^p = \text{ReLU} \left( w_{\alpha} \sum_{j=1}^T \alpha_{\text{target}, e_{mi}}^j, x_{i,j,k} ight.$$  

$$+ w_{\beta} \sum_{j=1}^T \beta_{\text{target}, i,j}^j, x_{i,j,k}$$  

$$+ w_{\gamma} \sum_{j=1}^T \gamma_{\text{target}, e_{mi}}^j, x_{i,j,k} + b \right),$$

where $w_{\alpha}, w_{\beta}, w_{\gamma}$ and $b$ are learnable parameters. We use ReLU as the activation function.

D. Fully-Connected Layers

We build a fully-connected neural network for each attention layer to receive the expanded hidden state vectors and the external factors (e.g., POI, weather conditions, etc.). The input dimension is $\mathbb{R}^{L \times P+F}$ ($F$ is the number of external factors), and the output dimension is $\mathbb{R}^P$. Afterwards, we use another fully-connected neural network to combine the outputs of all the previously fully-connected layers.

Finally, we train the proposed model Limi-TFP via back-propagation by minimizing the mean squared error (MSE) between the predicted values $\hat{Y}$ and the ground truth $Y$:

$$L(\Theta) = \left\| \hat{Y} - Y \right\|_2^2,$$

where $\Theta$ denotes all learnable parameters in Limi-TFP.

V. EXPERIMENTS

A. Datasets

We validate our model on two different traffic modes, taxis and buses, over the same period in Changchun city, northeast in China. Specifically, we integrate the trajectory data of approximately 2,000 taxis and 1,500 buses, from May 1, 2017 to July 30, 2017. The taxi data is available for 24 hours each day, while the bus data is available for 15 hours (5 am to 8 pm) per day. For both of them, the GPS sampling interval is 30 seconds for each trajectory. Parts of the data have been released in simple formats for easy access, and could be found in our previous publication [40]. We select the main urban area of Changchun city as the research area, which covers 6,404 roads and 4,785 bus stations, as shown in Fig. 4.

B. Data Preprocessing

We first use an HMM based map matching method [25] to match all the GPS trajectories to the road network. In this way we can transfer the low sampling rate of GPS trajectories to a real driving path, including all the passing through road segments for
each trajectory. Then we calculate the amount of the traffic flow and the average speed of traffic along each road in each time unit (5 minutes). The missing values are filled by the random normal distribution interpolation, which are calculated from the same time slice in historical data. We use July 1–16 as the target time period for training, July 17–23 for validation, and the last week in July 24–30 for testing. The length of time slice is set to 15 minutes, 30 minutes and 60 minutes respectively to test the performance of the proposed model on two datasets.

C. Experimental Settings

1) Metrics: To measure the prediction performance of different methods, we adopt three widely used metrics including Root Mean Squared Error (RMSE), Mean Absolute Error (MAE), and Mean Absolute Percentage Error (MAPE), respectively. For each of these metrics, a smaller value indicates a better prediction performance.

2) Hyperparameters: The dimension of the input vector $X = (X_r, X_d, X_w) \in \mathbb{R}^{L \times T \times K}$ should be confirmed first, it determines how to integrate the input data. We set $K = 2$ because two types of traffic parameters data (traffic flow and average speed) are used in this paper; we set the length of $X_r, X_d$ and $X_w$ is 8, so the total length of $X$ is $T = 24$; $L$ is the number of the monitored roads. The other two dimensions also need to be confirmed, we set the number of attention heads is $P = 5$, the dimension of each embedding vector is $D = 64$. The number of clusters is a key point in monitored roads selection strategy, we find when it equals 5, the model achieves the best performance. The results of clustering roads into 5 categories are shown in Fig. 4(a). The initial learning rate is an important parameter in the training process, as the back propagation (BP) algorithm based on the gradient descent, if initial learning rate is too big, the model cannot converge; On the contrary, if it is too small, it will lead to a significant increase in training time, and the algorithm will get a local minimum with a certain probability. We set the initial learning rate is 0.01, the model performs excellent training effect.

D. Baseline Methods

We compare our model with the following baselines:

- ARIMA [10]: Auto-Regressive Integrated Moving Average method, a widely used time-series method.
- SVR [41]: Support Vector Regression, a regression method based on Support Vector Machine.
- LSTM [13]: Long Short Term Memory network, which solves the problem of gradient disappearance.
- LC-RNN [23]: Look-up Convolution Recurrent Neural Network, which adopts a road network embedded convolution method to learn more meaningful spatial features.
- STGCN [34]: Spatial-Temporal Graph Convolutional Network based on spatial method.
- GSTNet [42]: Global Spatial-Temporal Network for traffic flow prediction, which consists of several layers of spatial-temporal blocks.
- GMAN [35]: Graph Multi-Attention Network, which adapts an encoder-decoder architecture to model the impact of the spatio-temporal factors.

E. Results

1) Performance Comparisons: We compare the performance of the proposed model with some widely used existing methods and some latest graph-based methods. Note that Limi-TFP-5% means that the proposed model is with 5% roads being monitored. Specifically, Limi-TFP-TR-5% represents that, when predicting the traffic flow of each target road, the target road itself is included in the monitored road set. The performance of each model with different lengths of time slice are shown in Table II.

The main observations may be summarized as follows:

- Deep learning methods achieve significantly better performance than traditional time series method (ARIMA) and machine learning method (SVR). The graph-based models, e.g., STGCN, GSTNet, and GMAN, meanwhile outperform other deep learning methods, e.g., LSTM and

### Table II

<table>
<thead>
<tr>
<th>Data</th>
<th>Methods</th>
<th>15 min</th>
<th>MAE</th>
<th>RMSE</th>
<th>MAPE</th>
<th>30 min</th>
<th>MAE</th>
<th>RMSE</th>
<th>MAPE</th>
<th>60 min</th>
<th>MAE</th>
<th>RMSE</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Taxi data</td>
<td>ARIMA</td>
<td>1.87</td>
<td>2.77</td>
<td>70.52%</td>
<td></td>
<td>2.80</td>
<td>3.94</td>
<td>67.63%</td>
<td></td>
<td>3.87</td>
<td>5.87</td>
<td>64.30%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SVR</td>
<td>1.54</td>
<td>2.59</td>
<td>56.91%</td>
<td></td>
<td>2.73</td>
<td>3.75</td>
<td>51.34%</td>
<td></td>
<td>3.78</td>
<td>5.63</td>
<td>41.18%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LSTM</td>
<td>1.47</td>
<td>2.48</td>
<td>42.56%</td>
<td></td>
<td>2.76</td>
<td>3.67</td>
<td>47.56%</td>
<td></td>
<td>3.70</td>
<td>5.61</td>
<td>40.43%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LC-RNN</td>
<td>1.46</td>
<td>2.33</td>
<td>43.30%</td>
<td></td>
<td>2.69</td>
<td>3.59</td>
<td>46.94%</td>
<td></td>
<td>3.69</td>
<td>5.59</td>
<td>39.97%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>STGCN</td>
<td>1.38</td>
<td>2.25</td>
<td>39.86%</td>
<td></td>
<td>2.54</td>
<td>3.51</td>
<td>43.81%</td>
<td></td>
<td>3.57</td>
<td>5.51</td>
<td>38.29%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GSTNet</td>
<td>1.41</td>
<td>2.13</td>
<td>38.75%</td>
<td></td>
<td>2.46</td>
<td>3.48</td>
<td>36.67%</td>
<td></td>
<td>3.44</td>
<td>5.40</td>
<td>36.13%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GMAN</td>
<td>1.36</td>
<td>2.15</td>
<td>42.54%</td>
<td></td>
<td>2.41</td>
<td>3.37</td>
<td>36.32%</td>
<td></td>
<td>3.38</td>
<td>5.33</td>
<td>35.54%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Limi-TFP-5%</td>
<td>1.43</td>
<td>2.18</td>
<td>41.70%</td>
<td></td>
<td>2.37</td>
<td>3.30</td>
<td>36.11%</td>
<td></td>
<td>3.31</td>
<td>5.27</td>
<td>34.69%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Limi-TFP-TR-5%</td>
<td>1.39</td>
<td>2.15</td>
<td>39.12%</td>
<td></td>
<td>2.31</td>
<td>3.28</td>
<td>36.46%</td>
<td></td>
<td>2.89</td>
<td>5.13</td>
<td>30.86%</td>
<td></td>
</tr>
<tr>
<td>Bus data</td>
<td>ARIMA</td>
<td>1.54</td>
<td>2.65</td>
<td>43.26%</td>
<td></td>
<td>1.77</td>
<td>3.45</td>
<td>38.37%</td>
<td></td>
<td>2.45</td>
<td>4.68</td>
<td>34.30%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SVR</td>
<td>1.42</td>
<td>2.43</td>
<td>37.33%</td>
<td></td>
<td>1.68</td>
<td>3.41</td>
<td>33.95%</td>
<td></td>
<td>2.42</td>
<td>4.56</td>
<td>31.41%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LSTM</td>
<td>1.33</td>
<td>2.39</td>
<td>38.65%</td>
<td></td>
<td>1.59</td>
<td>3.38</td>
<td>31.63%</td>
<td></td>
<td>2.39</td>
<td>4.34</td>
<td>29.19%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LC-RNN</td>
<td>1.35</td>
<td>2.32</td>
<td>35.37%</td>
<td></td>
<td>1.61</td>
<td>3.35</td>
<td>30.44%</td>
<td></td>
<td>2.34</td>
<td>4.29</td>
<td>28.44%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>STGCN</td>
<td>1.20</td>
<td>2.28</td>
<td>33.29%</td>
<td></td>
<td>1.42</td>
<td>3.24</td>
<td>29.72%</td>
<td></td>
<td>2.26</td>
<td>4.01</td>
<td>26.26%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GSTNet</td>
<td>1.17</td>
<td>2.24</td>
<td>31.86%</td>
<td></td>
<td>1.39</td>
<td>3.22</td>
<td>27.03%</td>
<td></td>
<td>2.23</td>
<td>3.93</td>
<td>25.85%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GMAN</td>
<td>1.18</td>
<td>2.19</td>
<td>29.54%</td>
<td></td>
<td>1.33</td>
<td>3.19</td>
<td>26.34%</td>
<td></td>
<td>2.15</td>
<td>3.88</td>
<td>24.98%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Limi-TFP-5%</td>
<td>1.14</td>
<td>2.17</td>
<td>30.01%</td>
<td></td>
<td>1.31</td>
<td>3.17</td>
<td>26.01%</td>
<td></td>
<td>2.13</td>
<td>3.82</td>
<td>24.73%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Limi-TFP-TR-5%</td>
<td>1.08</td>
<td>2.13</td>
<td>28.94%</td>
<td></td>
<td>1.22</td>
<td>3.06</td>
<td>25.58%</td>
<td></td>
<td>1.83</td>
<td>3.76</td>
<td>24.15%</td>
<td></td>
</tr>
</tbody>
</table>
Such observations indicate that the spatiotemporal characters could help improve the accuracy for traffic flow prediction.

**Though the proposed model only requests the historical traffic data of 5% monitored roads as inputs, however, Limi-TFP-5% and Limi-TFP-TR-5% manage to achieve better prediction accuracy, especially for long-term forecasting (30 minutes or 1 h). It confirms that our model will be of great significance for improving the efficiency of traffic forecasting with lower data collection cost, and has obvious application advantages compared with the existing methods.**

**Comparing Limi-TFP-5% and Limi-TFP-TR-5%, we could find that, by adding the target roads to the monitored road sets, the prediction accuracy could be further improved measured by all metrics for both datasets.**

**Comparing the prediction accuracy of all methods on the two datasets in Table II, we could find that all methods perform better predictions on bus dataset in terms of all evaluation metrics. It is mainly because the route in the road network is fixed for each bus, and the departure time interval is relatively stable, which allows the spatiotemporal characteristics to be better captured in the prediction process.**

For further analysis, we depict the cumulative distribution function (CDF) of the absolute prediction errors (time slice length is 1 h) of the proposed model and the state-of-the-art methods in Fig. 5. It shows that Limi-TFP-5% achieves smaller absolute errors in most proportions compared to other baselines, including GMAN, GSTNet, and STGCN.

**The Impact of Monitored Roads Selection:** To investigate the impact of monitored roads selection on the performances of our model, we compare the proposed method against two other selection methods: (1) random selection; (2) selecting roads according to historical average traffic flow from high to low. Then we test the performance of each method (time slice length is 1 h) under different percentages (from 1% to 10%) of monitored roads. Fig. 6 presents the MAE of the tests on the two datasets. It can be seen that our method exhibits significantly better prediction results, and when the proportion reaches 5%, our method achieves best performance. For method (2) and our method, at the beginning, the MAE gradually decreases as the proportion of the monitored roads increases. As the proportion continues to increase, instead, MAE increases slightly. It indicates that, if the number of monitored roads is too large, the correlation between the target road and each monitored road will be disturbed, resulting the decline of the model accuracy. For random selection method, the change of MAE is irregular and fluctuates greatly, which proves that the selection of monitored roads has important impacts on the accuracy of the model.

**Data Missing Tolerance Comparisons:** Data missing is a common phenomenon in traffic data collection, due to frequent equipment failures, poor signals, etc. A stronger tolerance of data missing helps make the traffic prediction model be more robust. To evaluate the tolerance for data missing, we randomly drop a fraction ranging from 10% to 90% of historical traffic data, then compare the performance of the proposed model versus the state-of-the-art methods (with time slice being 1 h). As shown in Fig. 7, Limi-TFP-5% shows obviously highest tolerance for data missing. This indicates that the proposed method can effectively use the limited traffic data to capture the global characteristics of the entire road network.

**Computation Time:** Table III presents the training and inference time of STGCN, GSTNet, GMAN and Limi-TFP-5% on the taxi dataset for one hour ahead prediction. Similar conclusions can be extended to bus dataset. For a fair comparison, the training time is computed on one epoch, and the inference time is operated on one time slice prediction for all roads. Due to the time-consuming spatiotemporal correlation
Fig. 8. Visualization examples. Visualizations of the predictions, the ground truth, and the prediction errors for a specific time period 7:00 am–8:00 am on July 24, 2017, on two datasets: (a) the predicted taxi flows; (b) the ground truth of taxi flows; (c) the absolute errors of taxi flows on each road; (d) the predicted bus flows; (e) the ground truth of taxi flows; and (f) the absolute errors of bus flows on each road.
Fig. 9. The traffic flow prediction results of representative roads. The prediction curves and ground truth of four roads (trunk road, secondary road, tertiary road and service road) in one week are shown from (a) to (d). The light blue background represents there was a thunder shower on Thursday. The light green background represents the prediction results on weekends. (a) Trunk road prediction results. (b) Secondary road prediction results. (c) Tertiary road prediction results. (d) Service road prediction results.
learning for each target road, the proposed model runs much slower than other methods in the training stage. However, it only takes 25 seconds in inference stage, which can meet the real-time requirements in practical applications.

5) Visualization Examples of Prediction Results: For an intuitive observation of the prediction, we further present the visualization of the predictions, the ground truth, and the prediction errors on the map. A specific Monday morning peak period (7:00 am to 8:00 am) on July 24, 2017, is selected for the visualization, which is shown in Fig. 8. Fig. 8(a) and (d) show the predictions, Fig. 8(b) and (e) show the real traffic flow of taxis and buses. Fig. 8(c) and (f) present the absolute errors for the two datasets respectively. It can be observed that, Limi-TFP achieves high accuracy for most roads (with the errors less than 20), only a small portion of roads close to the border of the road network have relatively higher errors. Such exceptions may due to the fact that some closely related roads are not included in the study area.

6) Prediction Results Under Different Scenarios: To further evaluate the effectiveness of Limi-TFP, we select some representative roads to test the traffic flow prediction results under different scenarios on taxi dataset, as shown in Fig. 9. We visualize the 15, 30 and 60 minutes ahead prediction results of four types of roads (i.e., trunk road in Fig. 9(a), secondary road in Fig. 9(b), tertiary road in Fig. 9(c) and service road in Fig. 9(d)) during one week, from Jul 24, 2017 (Monday) to Jul 30, 2017 (Sunday). Specially, there was a thunder shower on Thursday, Jul 27, 2017.

We can observe that the traffic flow pattern is influenced by many conditions:

- The traffic flow of different road types has different modes. The traffic flow of the selected trunk road is higher than that of other roads. The traffic flow of the service road is much lower and relatively discrete. The selected tertiary road is located in the central business district of the city, named “Hongji Road,” so its traffic flow is higher than the selected secondary road.
- Weather conditions have important impacts on traffic patterns. A thunder shower happened on Thursday, we can see that the traffic flow of Thursday morning peak, evening peak and the whole day is lower than that of other days. This phenomenon is particularly obvious in Fig. 9(b) and (c), which indicates that the traffic conditions of these two roads are more susceptible to weather factors.
- In Fig. 9(c), the traffic flow pattern shows obvious commercial street characteristics. It has obvious evening peak, the traffic flow at night is significantly higher than that during daytime in general. It is sensitive to weather conditions, the abnormal weather makes the traffic flow drop significantly.
- The traffic flow shows the property of periodicity, and the traffic flow patterns are different in weekdays and weekends. The traffic flow during morning peak is relatively low on weekends, especially on Sunday. In Fig. 9(c), we can observe that the traffic flow in Sunday evening is significantly higher than that on weekdays.

In Fig. 9, we can observe that the prediction curves have high fitting degree with ground truth in different scenarios. The trend and order of magnitude of the predicted values are consistent with the ground truth, even the ground truth curves are quite complicated. In addition, we use MAE to evaluate the performance of Limi-TFP in morning peak, evening peak, rainy day, weekdays and weekends. The MAE of the selected four roads and all roads in different time interval is shown in Table IV.

We can see that although MAE increases with the increase of the real traffic flow, in most cases, it is relatively low and within an acceptable range.

In summary, Limi-TFP performs reasonable prediction results under different complicated scenarios, including different road types, different weather conditions, different POI distribution, different day of the week and different time periods, which indicates that the proposed model can handle complex traffic conditions in different time interval.

### VI. Conclusion

In this paper, we proposed a novel model named Limi-TFP. Different from existing methods, the proposed model only requests monitoring the traffic conditions of a limited number of roads to achieve citywide scale traffic flow prediction. Such a method allows us to significantly improve the efficiency of traffic forecasting at a lower cost. Experiments on two real-world datasets demonstrated that, with proper...
selection of the monitored roads, taking only 5% of the roads as the monitored roads would allow us to achieve the better performance and stronger tolerance of data loss compared to the state-of-the-art algorithms. In future studies, we will evaluate the proposed model on other datasets and extend for multi-step prediction on different topological structures.
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