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Abstract—The past flourishing years of sequential point-of-interest (POI) recommendation began with the introduction of Self-Attention Network (SAN), which quickly superseded CNN or RNN as the state-of-the-art backbone. To realize the fine-grained users' behavior patterns modeling, recent works utilize modified attention mechanisms or neural network layers to process spatial-temporal factors. However, due to the significant increase on either model's parameter scale or computational burden, we argue that these methods can be further improved. In this paper, we exploit two lightweight approaches, Time Aware Position Encoder (TAPE) and Interval Aware Attention Block (IAAB), to impel SAN by considering the spatial-temporal intervals among POIs separately, where requiring neither extra parameters nor high computational cost. On the one hand, TAPE, adjusting the positions in sequences based on the timestamps dynamically and generating positional representations with sinusoidal transformation, can enhance sequence representations to reflect both the absolute order and relative temporal proximity among all POIs. On the other hand, IAAB, point-wise adding the scaled spatial-temporal intervals to the attention map, can promote the attention mechanism attaching importance to the spatial relation among all POIs under the constraints of time conditions and providing more explainable recommendation. We integrate these two modules into SAN and propose a Spatial-Temporal Interval-Aware sequential POI recommender, namely STiSAN, as an end-to-end deployment. Experimental results based on three public LBSN datasets and one real-world city transportation dataset demonstrate STiSAN’s superior performance (average 13.01% improvement against the strongest baseline). Moreover, we validate the extensibility and interpretability of TAPE and IAAB through metric evaluation and visualization separately.

Index Terms—sequential POI recommendation, positional encoding, attention mechanism

I. INTRODUCTION

Point-of-interest (POI) recommendation, as the sharp tool of conjecturing users’ preferences and providing pleasant suggestions, is the hot-spot for both industry and academia (e.g. Location-Based Social Networks, LBSNs). According to the assumption of users’ preferences dynamics, it can be classified into two streams [1]: conventional POI recommendation is inclined to make predictions from the view of static, where defaulting the preference is stable, while sequential POI recommendation holds the opinion that a user’s historical check-ins should be considered, which might bring changes to the user’s current or future preference.

* Yuanbo Xu is the corresponding author.

The ideal behind sequential POI recommendation is always mining the dependency from historical sequences [2], while its paradigm has been shifting over the past decade along with the development of information technology. Early works like [3]–[10] are conducted on the basis of Markov Chain (MC) and Matrix Factorization (MF). For instance, FPMC [11] carries out a linear combination of MC and MF to model the personalized transition between POIs. Credited to the great improvements of computational power and data quality, deep learning has achieved satisfactory performance in sequential POI recommendation, and derived large amount of Neural Network (MLP/RNN/CNN)-based models. For example, HRM [12] utilizes multi-layer feed-forward network to capture the complex and nonlinear relationship among POIs, GRU4Rec [13] employs a modified gated recurrent unit to learn the dependency inside sequence and Caser [14] adopts convolution kernels to model the local dependent relationship across POIs. The flourishing of sequential POI recommendation began with the introduction of Self-Attention Network (SAN) [15] for its remarkable potential in dealing with sequential issues. SASRec [16] is a milestone work in this direction, which quickly superseded CNN or RNN as the state-of-the-art sequential recommendation backbone [17], [18].

The spatial and temporal information are two pivotal and complementary factors in sequential POI recommendation [19]–[22]. On the one hand, spatial information (e.g. geography interval $\Delta d$) can describe the physical proximity between...
POIs [23], especially when individual mobility history [27] usually exhibits the spatial clustering phenomenon [24]–[26]. On the other hand, temporal information (e.g. time interval $\Delta t$) can reflect the relative temporal proximity among POIs, which contributes to more personalized individual preference modeling [28]. As the example in Fig. 1, user 1 and user 2 shared the same historical POI sequence “Restaurant -> Park -> Office -> Market”, and then they visited “Bar”, “SteakHouse” separately. Concentrated on their time intervals $\Delta t^1$ and $\Delta t^2$, we can find the distinctiveness of their historical sequences, which indicating different behavior patterns (e.g. user 1’s 2nd POI is closer to 1st POI rather than the third one from the view of time, while user 2 is on the contrary). If a sequential recommender only considers POIs and spatial information, the representations for these two users’ sequences would be highly similar, and the recommendations might be biased from the ground-truth (as the right half of Fig. 1). Intuitively, modeling temporal factors would be conducive for distinguishing such same sequences and realizing finer grained sequence representations.

Various approaches have been attempted to explore the influence brought by temporal factors. Embedding the timestamps into sequence representations is the most direct one, but its performance is not always as expected. For the reason that POIs have no attributes about time which leads to the mismatching between historical sequence space and candidate POI space [23]. Recent works try to integrate temporal information more reasonably by modifying the network architecture, e.g. conducting self-attention on temporal information to capture the dependency [28] and introducing temporal relation matrix to exploit temporal effect [29]. However, mapping temporal information into high dimension space, as the premise of all these advanced methods, brings a significant increase on either parameter scale or computational cost, especially when the computational complexity of backbone SAN is quadratically correlated with the sequence length.

Towards this issue, we propose a Time Aware Position Encoder (TAPE) in this paper, requiring neither extra parameters nor high computational burden (i.e., lightweight), to consider the time intervals among POIs. It is sparked by the positional encoding [15], where defaulting the POIs’ positions in sequence are “1 -> 2 -> 3” (as shown in Fig. 1). Our TAPE adjusts the difference between positions dynamically based on the corresponding timestamps (e.g. “1 -> 2:2 -> 4:7” for user 1 and “1 -> 2:1 -> 3:5” for user 2), and then generates positional representations via sinusoidal transformation. After processed with TAPE, the representations are enhanced with the ability of reflecting the relative temporal proximity between POIs, which can be effectively captured by SAN to distinguish similar sequences and provide fine-grained preference modeling.

Take a step further, due to the global attention design of SAN, the weighted averaging inhibits the relation among local POIs [30], [31]. In sequential POI recommendation, it can be described as SAN is expert in learning about dependency from the whole sequence while weakening the spatial correlation among neighboring POIs. POIs with strong spatial correlations are critical for recommendation because the smaller geography distance usually leads to the higher visiting probability [32]. To verify this, we define the maximum geography interval as 10km [32] and visualize the distribution of historical POIs sharing strong spatial correlation with the corresponding target POI$^1$. From Fig. 2, we can find that these POIs distribute not only in users’ short-term check-ins (e.g. the last 128 POIs) but also among users’ earlier visits (e.g. positions ranging from 640 to 896 and from 768 to 896 in Gowalla and Changchun, the whole sequence in Brightkite and Weeplaces). Unfortunately, the aforementioned drawback limits SAN to consider the spatial relation among all these local POIs and decreases the recommendation accuracy especially when processing longer sequences.

To avoid this issue, we are inspired by [29], [31] and propose another lightweight module, Interval Aware Attention Block (IAAB), where alternating an interval-aware attention layer and a two-layer feed-forward network. Specifically, we construct a spatial-temporal relation matrix based on the geography and time intervals ($\Delta d$, $\Delta t$) among historical POIs to reflect the spatial correlations under the constraints of temporal conditions. Then, the attention layer introduces the relation matrix, as the inductive bias, into the attention map by point-wise addition. In this way, IAAB impels SAN attaching importance to the spatial correlation among all POIs in the whole sequence, which relieving the insufficient local attention issue. Moreover, the explicit utilization of spatial-temporal information in IAAB improves the interpretability.

We integrate the above two lightweight approaches into the Self-Attention Network and propose a Spatial-Temporal interval aware sequential POI recommendation framework.

$^1$The target POI denotes a user’s last visited POI. The statistic is carried on three public LBSN datasets and one real-world city transportation dataset: Gowalla, Brightkite, Weeplaces and Changchun.
We exploit two lightweight approaches: Time Aware Position Encoder (TAPE) and Interval Aware Attention Block (IAAB) to consider the relative spatial-temporal proximity among POIs separately, where requiring neither extra parameter nor significant computational burden.

We integrate TAPE, IAAB into SAN and propose a Spatial-Temporal Interval aware sequential POI recommendation framework (STiSAN), as an end-to-end deployment, to realize finer grained preference modeling and provide more explainable recommendation.

We conduct enormous experiments to evaluate our method on three public LBSN datasets and one real-world city transportation dataset. The experimental results show that STiSAN gains 13.01% improvement on average against several state-of-the-art baselines. Apart from validating the effectiveness of TAPE and IAAB under our framework, we further carry on metric evaluations and visualizations to verify their extensibility and interpretability separately.

The rest of this paper is organized as follows. We first give several basic concept definitions and formally state the Top-K sequential POI recommendation problem in Section II. Then, we elaborate on the details of our proposed approaches in Section III. Next, we analyze the experimental results in Section IV. Finally, we review related works in Section V and conclude this paper in Section VI.

II. PRELIMINARY

In this section, we start from defining several basic concepts and then providing a formal statement for Top-K sequential POI recommendation problem. All important notations and corresponding descriptions are listed in Table I.

A. Basic Definition

1) Definition 1 (Check-in): A check-in is denoted as a quad-tuple \( c_u^i = \{u, p, g, t\} \), which indicates that user \( u \) visited POI \( p \) at time \( t \) and the POI’s location (GPS coordinate) is \( g \).

2) Definition 2 (POI Sequence): A user \( u \)’s POI sequence \( S_u = c_1^u \rightarrow c_2^u \rightarrow \cdots \rightarrow c_{|S_u|}^u \) records his/her \( |S_u| \) check-ins by chronological order. Each POI’s position in sequence is the subscript of the corresponding check-in, e.g. \( 1, 2, \ldots, |S_u| \).

3) Definition 3 (Relative Spatial-Temporal Proximity): The relative spatial-temporal proximity between the \( i \)-th POI and \( j \)-th POI in sequence is denoted as \( r_{ij} \), which consists of the geography interval \( \Delta d_{ij} \) and time interval \( \Delta t_{ij} \).

B. Top-K Sequential POI Recommendation

Top-K sequential POI recommendation is carried out according to the following process: Given a user \( u \)’s POI sequence \( S_u = c_1^u \rightarrow c_2^u \rightarrow \cdots \rightarrow c_{|S_u|}^u \), mining the dependency from visited POIs, modeling the user’s preference based on the dependency and spatial-temporal information and recommending a list of \( K \) ranked POIs. It can be described as the following equation,

\[
TopK^u = Rec(\hat{S}^u),
\]

where \( TopK^u \) is the Top-K recommendation list contains \( K \) POI that the user \( u \) might visit in the future. \( Rec(\cdot) \) is an abstract function representation symbol to signify any sequential recommender which takes as input the user’s historical sequence and provides a list of Top-K POIs.

III. METHODOLOGY

A. Framework Overview

The architecture of the proposed spatial-temporal interval aware sequential POI recommendation framework STiSAN is shown in Fig. 3. It follows the classic encoder-decoder structure, where capturing the sequential dependency and improving users’ preference representations separately. Two proposed lightweight modules Time Aware Position Encoder and Interval Aware Attention Block respectively replace the vanilla positional encoding and self-attention mechanism [15]. One for enhancing POI sequence representations to reflect relative temporal proximity, and the other pays focus attention to the spatial correlation among local POIs.

During the training process, STiSAN takes the POI sequence excluded the last check-in \( c_1^u \rightarrow c_2^u \rightarrow \cdots \rightarrow c_{|S_u|-1}^u \) as source, and the sequence excluded the first \( c_2^u \rightarrow c_3^u \rightarrow \cdots \rightarrow c_{|S_u|}^u \) as target. At each step \( \hat{i} \), it aims at predicting the \( i+1 \)-th visited POI. During the recommendation stage,
STiSAN takes as input the whole POI sequence, and suggests a list of ranked $K$ POIs. Each component of STiSAN will be elaborated on in the following sections.

B. Embedding Module

The Embedding module takes as input a user $u$'s POI sequence $S_u$ and outputs the sequence representation $E \in \mathbb{R}^{n \times d}$, where $n$ is the maximum sequence length and $d$ is the dimension. Each check-in's representation vector is the concatenation of POI embedding$^2$ and GPS coordinate encoding$^3$.

Considering that different users' sequences are inconsistent in length, we split longer ones into several non-overlapping sub-sequences of length $n$. For shorter sequences, we repeatedly add a "padding" check-in in the head of the sequence until the lengths grow to $n$. We encode the padding check-ins with zero vectors to avoid influencing the gradient updating.

C. Time Aware Position Encoder (TAPE)

Time Aware Position Encoder (TAPE) is modified on the basis of vanilla positional encoding [15]. The core idea behind TAPE is dynamically adjusting the differences between positions according to the time intervals in POI sequence, and further reflecting the relative temporal proximity. To be specific, TAPE takes as input the timestamps $t$ in sequence and calculates the $k+1$-th POI position as the following equation:

$$pos_{k+1} = pos_k + \frac{\Delta t_{k,k+1}}{\Delta t} + 1,$$

where $pos_{k}$ is the previous POI’s position and $\Delta t_{k,k+1} = t_{k+1} - t_k$ is the time interval. Considering that timestamps distribute various across different users, we normalize the interval by the sequence average time interval $\Delta t = \frac{1}{N} \sum_{k=1}^{N-1} \Delta t_{k,k+1}$. We also add an extra 1 to make model distinguish POIs sharing extremely small time intervals. Recall the user 1 in Fig. 1, the positions are now transformed from “1 → 2 → 3 → 4 → 5” to “1 → 2.2 → 4.3 → 6.4 → 9”, where the differences between positions are in line with the temporal correlations. Then, TAPE encodes the positions into $d$ dimension space with the following sinusoidal function [15]:

$$PE(pos, 2i) = \sin(pos/10000^{2i/d}),$$

$$PE(pos, 2i + 1) = \cos(pos/10000^{2i+1/d}),$$

where $i = 1, 2, \cdots, d/2$. The representation matrix for all positions in sequence is denoted as $P \in \mathbb{R}^{n \times d}$, and we inject it into sequence representation by $E = E + P$.

**Algorithm 1 PyTorch-like Pseudo-code of TAPE**

```
1 class Time_Aware_Position_Encoder(Module):
2     def __init__(self, d):
3         super(Time_Aware_Position_Encoder, self).__init__()
4         self.drv = torch.exp(torch.arange(d).float() / math.log(10000.0)/d))
5         self.forward(self, x):
6             # x shape: (n, d)
7             # f = shape: (d)
8             pos_t = torch.cumsum(self.drv, dim=0)
9             pos_t[1:] = pos_t[1:] - pos_t[0]
10             delta_t = t - pos_t
11             delta_t = (torch.cumsum(delta_t, dim=0) / self.drv[-1])
12             pos = torch.zeros_like(pos_t)
13             pos[0] = 0.0
14             for k in range(1, size):
15                 pos[k] = pos[k-1] + delta_t[k-1]
16             tape = torch.zeros_like(pos)
17             tape[0] = 0.0
18             tape[:, 0] = pos - self.drv
19             return x + tape
```
Notably, our TAPE, as a function, can reflect the temporal information through carefully designed positions without additional parameters. The PyTorch-like pseudo-code of TAPE is revealed in Algorithm 1. Compared to the vanilla positional encoding, TAPE only adds $O(n)$ computational complexity which can be negligible to the subsequent attention operations.

D. Spatial-Temporal Relation Matrix Building

Before devoting into the details of attention mechanism, we first construct a spatial-temporal relation matrix $R \in \mathbb{R}^{n \times n}$, as an inductive bias to reflect the relative spatial-temporal proximity. As follows,

$$R = \begin{bmatrix} r_{11} & 0 & \cdots & 0 \\ r_{21} & r_{22} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ r_{n1} & r_{n2} & \cdots & r_{nn} \end{bmatrix},$$

where we set $R$ as the shape of lower triangle for preventing information leakage [16], [23] that the model can only attend to the previous i POIs when predicting the i + 1-th POI at each step i. The spatial-temporal relation between the i-th and j-th POI is denoted as $r_{ij}$. To achieve $r_{ij}$, we define $\delta_{ij} = \Delta t_{ij} + \Delta d_{ij}$ consists of the corresponding time and geography intervals. First, we consider that the precise intervals are not useful beyond a certain threshold [28] and then clip the intervals as formulated in (4) by maximum time and geography interval thresholds $k_t, k_d$, respectively:

$$\Delta t_{ij} = \min(k_t, |t_i - t_j|),$$

$$\Delta d_{ij} = \min(k_d, \text{Haversine}(g_i, g_j)),$$

where Haversine() calculates the physical distance between two GPS coordinates. Second, we argue that the relations should be inverse to their intervals and implement the point by $r_{ij} = \hat{r}_{max} - \hat{r}_{ij}$ where $\hat{r}_{max}$ is the max value among $\hat{r}_{ij}$.

E. Interval Aware Attention Block (IAAB)

To impel the model attaching important the spatial information among local POIs and providing more explainable recommendation, we introduce the spatial-temporal relation matrix $R$ and design an Interval Aware Attention Block (IAAB). As shown in Fig. 3, IAAB alternates an interval aware attention layer and a feed-forward network along with the residual connection and layer normalization.

1) Interval Aware Attention Layer: The attention layer takes sequence representation $E$ and relation matrix $R$ as input. Firstly, it converts sequence representation $E$ into query, key, value matrices through three distinct matrices $W_Q, W_K, W_V$,

$$Q = EW_Q, K = EW_K, V = EW_V,$$

where $Q, K, V \in \mathbb{R}^{n \times d}$ and $W_{Q,K,V} \in \mathbb{R}^{d \times d}$. Then, the layer explicitly combines the attention map (i.e., sequential dependency) with the relation matrix by point-wise addition,

$$A = \text{Softmax}(\frac{QK^T}{\sqrt{d}} + R)V,$$

where $QK^T/\sqrt{d} \in \mathbb{R}^{n \times n}$ denotes the attention map and $A \in \mathbb{R}^{n \times d}$ is the attentive results. Note that we scale $R$ with Softmax before the addition for normalization as shown in Fig. 3. Moreover, the aforementioned information leakage issue is also needed, and we achieve this point via setting the upper triangle of attention map with “$-\infty$” [23], [29].

In this way, our IAAB utilizes the spatial-temporal relation to provide the attention map with positive revisions, which strengthening model’s ability of considering the relative spatial proximity among local POIs. Rather than embedding the relation into high dimension space, the explicit combination improves models’ interpretability. The pseudo-code of the interval aware attention layer is shown in Algorithm 2. Compared to the vanilla self-attention mechanism [15], ours requires neither extra parameters nor significant computational burden and only increases $ned$ FLOPs.

2) Feed-Forward Network: We employ a 2-layer point-wise feed-forward network to encode the interactions between different dimensions and endow the attentive results with non-linearity [15]. It consists of two distinct linear layers and activation function ReLU. As follows,

$$F = \max(0, AW_1 + b_1)W_2 + b_2,$$

where $F \in \mathbb{R}^{n \times d}$, $W_1 \in \mathbb{R}^{d \times d}$, $W_2 \in \mathbb{R}^{d \times d}$, s.t. $d_b > d$ and $b_1, b_2 \in \mathbb{R}^{1 \times d}$ are the learned bias terms.

3) Residual Connection and Layer Normalization: Recent works [15] have proved that multi-layer neural networks can help model capture the hierarchical features of the input. However, as the network goes deeper, the accuracy tends to be saturated and then quickly degrades. As reported in [33], the issue is caused by accumulated training errors of more layers rather than over-fitting.

Thus, we stack $N = 4$ Interval-Aware Attention Blocks, combined with residual connection and layer normalization, in STISAN for stabilizing and speeding up the training process. Specifically, assuming the input is a vector $x$:

$$x = x + \text{Layer}(\text{LayerNorm}(x)),$$

where Layer() can be either the attention layer or the feed-forward layer and the normalization is conducted as:

$$\text{LayerNorm}(x) = \alpha \odot \frac{x - \mu}{\sqrt{\sigma^2 + \epsilon}} + \beta,$$
where $\odot$ is an element-wise product (i.e., Hadamard product), $\mu$ and $\sigma$ are the mean and standard-deviation of $x$ respectively, $\alpha$, $\epsilon$ and $\beta$ are the learned parameters for scaling and biasing.

F. Target Aware Attention Decoder (TAAD)

According to [23], [29], [34], [35], the recommendation might be sub-optimal if we directly match the output of $N$-th IAAB $F^{(N)}$ with candidate POI set $C$. Therefore, we follow [23] to introduce a Target Aware Attention Decoder (TAAD) to improve the representations of user preference over candidates,

$$S = \text{TAAD} \left( F^{(N)} | C \right) = \text{Attn}(C, F^{(N)}, F^{(N)}),$$

$$\text{Attn}(C, F^{(N)}, F^{(N)}) = \text{Softmax}\left( \frac{CF^{(N)^T}}{\sqrt{d}} \right)F^{(N)},$$

(10)

where $S$ is the representation matrix for user preference and $C$ is the representation matrix for candidate set. We embed the candidate POIs the same way as input sequence (i.e., the concatenation of POI embeddings and GPS coordinates encodings). The aforementioned mask strategy is also needed in TAAD for preventing information leakage.

G. Matching and Ranking

Recall that the user’s preference vector at the step $i$ is $S_i \in \mathbb{R}^{1 \times d}$, we calculate the preference score $y_{i,j}$ over the candidate POI $j$ with the following matching function (11),

$$y_{i,j} = f(S_i, C_j),$$

(11)

where $C_j \in \mathbb{R}^{1 \times d}$ is the representation vector of POI $j$ and $f(\cdot)$ is the inner production.

After matching with all candidate POIs and ranking the corresponding preferences scores, the model recommends a list of Top-K POIs $TOPK_n$ that the user $u$ might visit in future.

H. Model Training

The binary cross-entropy loss function is widely-used for optimizing sequential recommenders [16], [28]. However, for the sake of efficient training, only one negative sample is randomly picked from all unvisited POIs, which cannot make fully effective use of the large number of negative samples [23]. Thus, for each target POI $o_t$, we retrieve the $L$ nearest POIs around it as negative samples, and we introduce the following weighted binary cross-entropy loss function proposed by [23] to optimize our model,

$$L = - \sum_{S_i \in S} \sum_{i=1}^{n} \sum_{l=1}^{L} w_l \log(1 - \sigma(y_{i,l})),$$

(12)

where $S$ is the set of all training sequences and $w_l = \frac{\exp(y_{i,l}/T)}{\sum_{l=1}^{L} \exp(y_{i,l}/T)}$ is the weight for negative POI $l$. $T$ is the temperature parameter to control the distribution of negative samples. When $T$ approaches positive infinity, the distribution of negative samples will be equivalent to uniform.

IV. EXPERIMENTS AND DISCUSSIONS

In this section, we first introduce the datasets, baselines, evaluation metrics, and implement details of STiSAN. Then, we analyse experimental results, including overall recommendation performance and ablation study. Moreover, we validate the extensibility and interpretability of TAPE and IAAB. Besides, we explore the model’s sensitivity with respect to different datasets characteristics. In summary, we conduct large amount of experiments to answer the following questions:

- **RQ1** Can our STiSAN provide superior performance compared to several state-of-the-art baselines?
- **RQ2** How is the effectiveness of the two proposed components TAPE and IAAB under our framework?
- **RQ3** Can TAPE and IAAB be effectively employed to the vanilla self-attention network?
- **RQ4** How is STiSAN’s sensitivity with respect to different sparsity levels?

A. Datasets

We choose three public LBSN datasets: Gowalla$^5$, Brightkite$^6$, Weeplaces$^7$ and one real-world city transportation dataset Changchun [36] to evaluate our proposed model. In order to ensure the quality of datasets, the “cold” users and “cold” POIs are filtered out during the pre-processing. Specifically, we remove the users who visit less than 20 POIs and the POIs that have been interacted with fewer than 10 times. During the partition of datasets, we take each user’s most recent $n + 1$ POIs in the whole sequence for evaluating (i.e., the last previously unvisited POI as target and the front $n$ POIs as source input sequence), and all the POIs prior to the target for training. We set the maximum sequence length $n = 100$. Longer sequences will be divided into several non-overlapping sub-sequences of length $n$ from the end, and shorter sequences will be repeatedly added “padding” POI in the head until their lengths grow to $n$.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Gowalla</th>
<th>Brightkite</th>
<th>Weeplaces</th>
<th>Changchun</th>
</tr>
</thead>
<tbody>
<tr>
<td>#user</td>
<td>31,708</td>
<td>5,247</td>
<td>1,362</td>
<td>344,258</td>
</tr>
<tr>
<td>#POI</td>
<td>131,329</td>
<td>48,181</td>
<td>18,364</td>
<td>2,135</td>
</tr>
<tr>
<td>#check-in</td>
<td>2,963,373</td>
<td>1,699,579</td>
<td>650,690</td>
<td>21,471,724</td>
</tr>
<tr>
<td>sparsity</td>
<td>97.08%</td>
<td>99.33%</td>
<td>97.40%</td>
<td>97.08%</td>
</tr>
<tr>
<td>avg. seq. length</td>
<td>53.0</td>
<td>146.0</td>
<td>325.5</td>
<td>43.0</td>
</tr>
</tbody>
</table>

TABLE II

The Statistics of Four Datasets (after pre-processed)

B. Baselines

To evaluate the effectiveness of our proposed STiSAN, we compare it with various existing methods. For a better understanding of these baselines, we now briefly introduce our competitors:

$^5$https://snap.stanford.edu/data/loc-gowalla.html
$^6$https://snap.stanford.edu/data/loc-brightkite.html
$^7$https://www.yonglin.org/datasets.html
• POP is a simple popularity based model which first calculates the interaction frequency of each POI and then recommends the most popular POIs for users.
• BPR [8] is a generic optimization criterion for personalized ranking. We apply it to the normal matrix factorization for users’ preferences modeling.
• FPMC-LR [19] extends basic matrix factorization with geography constraints to learn the personalized transition matrix between POIs.
• PRME-G [20] utilizes metric learning to project users and POIs into the sequential transition space, user preference space, respectively, to learn user-specific transition patterns. It considers geographical factors by multiplying a travel-distance based weight.
• GRU4Rec [13] is a basic GRU based model for sequential recommendation. We implement it under our framework, i.e., use all prior POIs for training.
• Caser [14] is a CNN based model for sequential recommendation. It employs horizontal and vertical convolutional filters to capture sequential dependency from the local and global perspectives simultaneously.
• STGN [37] is a state-of-the-art LSTM based method, which designs extra gates for capturing the spatial-temporal correlations between successive POIs.
• SASRec [16] is the classic framework of applying self-attention based encoder for sequential recommendation.
• BERT4Rec [18] analyses the limitations of unidirectional sequential recommender and models user’s behavior sequence under the framework of BERT [38].
• TISASRec [28] argues that different time intervals between interactions will influence the prediction and explore such impact with the proposed time aware self-attention layer.
• GeoSAN [23] exploits a novel self-attention based geography encoder which shows the state-of-the-art performance in modeling POIs’ exact locations.
• STAN [29] is a state-of-the-art sequential POI recommender that explicitly models the relative spatial-temporal information among all POIs with the proposed bi-layer attention architecture.

C. Metrics

We adopt two widely-used metrics, Hit Rate, and Normalized Discounted Cumulative Gain (NDCG) [39], to measure how well the target POIs in the test set are ranked. The larger the values of metrics are, the better the performance is. We report the two metrics at $k = 5$ and $k = 10$ in our experiments. The specific information is as follows:

- Hit Rate at a cutoff $k$, denoted as $HR@k$, counts the fraction of times that target POI is among the top $k$ POIs from the target’s nearest 2000 neighbours as formulated in (13),

$$HR@k = \frac{\sum_{i \in \text{Eval}} |TopK_k \cap \text{trg}|}{|\text{Eval}|}, \quad (13)$$

where $Eval$ is the evaluation set. The recommendation list and target for each historical sequence in $Eval$ are denoted as $TopK_k$ and $\text{trg}$ respectively. Note that since the number of target POI is 1, the metrics of Recall and Hit Ratio are equivalent in such scenario [40].

- NDCG at a cutoff $k$, denoted as $NDCG@k$, rewards the method that ranks the positive items in the first few positions of the Top-K ranking list, as (14),

$$NDCG@k = \frac{1}{D} \sum_{i=1}^{k} \frac{2^{|TopK_i \cap \text{trg}|} - 1}{\log_2(i+1)}, \quad (14)$$

where $TopK_i$ is the $i$-th POI in the recommendation list and $D_i$ the maximum possible value of $DCC@k$, is a normalization constant.

For the sake of the efficient evaluation, we retrieve the nearest 100 previously unvisited POIs around the target as negative candidates. Hit Rate and NDCG can then be computed based on the ranking of the 101 POIs.

D. Settings

The implementation details of our STiSAN are listed as follows. For the late representations, we set the dimensions of POI embedding and GPS coordinates encoding to 128, and the sequence dimension $d$ is concatenated to 256. For the preference modeling, we stack $N = 4$ Interval Aware Attention Blocks. During training process, we randomly pick $L = 15$ POIs from the target’s nearest 2000 neighbours as negative samples. We set the learning rate and dropout rate to 0.001 and 0.7. We train our STiSAN for 35 epochs on Gowalla, 20 epochs on Brightkite, Weeplaces and Changchun. The temperature parameter $T$ is 1.0 for Gowalla, 100.0 for Brightkite and Weeplaces and 500.0 for Changchun. Our model is implemented on the PyTorch 1.8.09 and conducts all experiments on a server with 122GB RAM, 12-core AMD Ryzen 5900X@3.7GHz CPU and Nvidia RTX 3090 GPU.

E. Validations and Discussions

1) Overall Performance (RQ1): To evaluate the effectiveness of our proposed STiSAN, we compare the overall recommendation performance of STiSAN with the twelve baselines. The experimental results are summarized in Table III. Note that we test all baselines for 10 rounds, and take the average value along with the variance as their final performance. The last row reveals the improvements of STiSAN over the strongest baseline. It is obvious that our method has superior performance over all datasets on every metric. Specifically, we have the following observations:

- Conventional popularity or matrix factorization based methods like POP, BPR, and FPMC-LR have relatively unsatisfactory performance compared to other baselines. The main reason is the insufficient modeling of sequential dependency or high-order interaction information.
- Due to the inability of processing long sequences and the insufficient modeling of geographical information, STGN performs poorly on four datasets even if it has considered the spatial and temporal intervals. Meanwhile,
the performance of GRU4Rec proves the effectiveness of our training strategy, i.e., dividing long sequences into sub-sequences rather than only using the most recent POIs, and we find that such strategy is also suitable for SASRec. Caser shows higher recommendation accuracy than STGN because the vertical convolution operations help the model aggregate global sequence information, which avoids the gradient vanishing issue in RNN.

- Thanks to the modeling of geographical factors and evaluation metric (i.e., ranking target with nearest POIs), PRME-G has better performance than CNN/RNN-based and even some self-attention based-methods on Gowalla, Brightkite and Changchun.

- In general, self-attention-based methods have more stable and relative better performance for the strong ability to capture global sequence information. However, due to the neglect of geographical factors dominating the sequential POI recommendation scenario, SASRec, TiSASRec, and Bert4Rec are not as good as GeoSAN and STAN.

- GeoSAN and STAN are two strong baselines with decent performance. For the Gowalla dataset, the embedded spatial-temporal intervals help STAN to gain higher accuracy. While for Brightkite, Weplaces and Changchun, the geographical location modeling and the importance based negative sampling can make up for the lack of temporal factors in GeoSAN, especially under the geography based evaluation metric.

- Our STiSAN consistently outperforms all baselines with a large margin on all four datasets and achieves up to 13.71% HR@5, 13.93% NDCG@5, 11.10% HR@10 and 13.32% NDCG@10 improvements (on average) over the second-best performances.

2) Ablation Study (RQ2): To analyse the influence of various components on our framework, we conduct ablation study. Our base model (denoted as Original) contains geography encoder [23], Time Aware Position Encoder, Interval Aware Attention Block, and Target Aware Attention Decoder. We consider the following variants of our base model:

- **I. Remove GE**: We remove the geography encoder, and use POI embedding and Time Aware Position Encoder to represent POI sequence.

  - **A. Remove TAPE**: We remove the Time Aware Position Encoder, and use POI embedding, geography encoder and vanilla positional encoding to represent POI sequence.

  - **B. Remove IAAB**: We remove the spatial-temporal relation matrix in (6) and modify it to (15),

    \[
    A = \text{Softmax}\left(\frac{QK^T}{\sqrt{d}}\right)V, \tag{15}
    \]

  - **C. Remove SA**: We remove the self-attention mechanism in (6) and only use the spatial-temporal relation matrix to prediction, as formulated in (16),

    \[
    A = \text{Softmax}(R)V, \tag{16}
    \]

  - **D. Remove TAAD**: We remove the Target-Aware Attention Decoder and match the output of the \(N\)-th IAAB with candidate POI directly, as formulated in (17),

    \[
    y_{i,j} = f\left(F^{N}_{i,j}, C_{j}\right). \tag{17}
    \]

The results are summarized in Table IV. From this table, we can have the following findings:

- **Finding 1**: The Time Aware Position Encoder is proved to be helpful in enhancing sequence representation. Firstly, we find that removing TAPE leads to 3.98%, 2.58%, and 8.03% performance decrease in terms of NDCG@5 on three datasets respectively, which proves the effectiveness of our TAPE in helping model to capture relative temporal proximity between POIs. Moreover, we can see that removing either spatial (Variant I) or temporal (Variant II) descends the performance of Original. It demonstrates that spatial and temporal information are both pivotal in representing sequences.

- **Finding 2**: The Interval Aware Attention Block can provide attentive results with positive revisions. Comparing Variant III with Original, we can see that removing IAAB descends the performance in terms of NDCG@5 by 3.46%, 1.38%, and 6.26% on three datasets, respectively. It indicates that our IAAB can attach more importance to
TABLE IV
ABLA TION STUDY (THE BEST SCORES ARE BOLDFACED)

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Gowalla</th>
<th>Brightkite</th>
<th>Weeplaces</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metric</td>
<td>HR@5</td>
<td>NDCG@5</td>
<td>HR@10</td>
</tr>
<tr>
<td>Original</td>
<td>0.4617</td>
<td>0.3721</td>
<td>0.5679</td>
</tr>
<tr>
<td>I. -GE</td>
<td>0.4080</td>
<td>0.3269</td>
<td>0.5082</td>
</tr>
<tr>
<td>II. -TAPE</td>
<td>0.4485</td>
<td>0.3573</td>
<td>0.5524</td>
</tr>
<tr>
<td>III. -IAAB</td>
<td>0.4522</td>
<td>0.3592</td>
<td>0.5564</td>
</tr>
<tr>
<td>IV. -SA</td>
<td>0.4145</td>
<td>0.3172</td>
<td>0.5217</td>
</tr>
<tr>
<td>V. -TAAD</td>
<td>0.4643</td>
<td>0.3780</td>
<td>0.5682</td>
</tr>
</tbody>
</table>

Finding 3: The proposed TAPE and IAAB bring more significant influence on Weeplaces. This conclusion is based on the characteristics of these three datasets. As shown in Table II, the average POI sequence length in Weeplaces (325.5) is much longer than Gowalla (53.0) and Brightkite (146.0). According to our empirical observation, the spatial and temporal spans in the POI sequence are positively correlated with its length, while TAPE and IAAB are advanced in handling the relative spatial-temporal proximity for longer sequences.

Finding 4: Our framework still has competitive performance even without self-attention mechanism. Comparing Variant IV with the strongest baselines, we are surprised to find that the recommendation accuracy, solely based on the enhanced sequence representation with relative temporal proximity and spatial-temporal relation matrix, is slightly lower on Brightkite while higher on Weeplaces. It demonstrates that the sequential dependencies, learned by the self-attention mechanism and contained in spatial-temporal intervals, have some similarities and can accomplish each other. We will delicately explore whether the influence of spatial-temporal intervals is beyond the self-attention mechanism in future work.

Finding 5: The Target-Aware Attention Decoder is useful only in certain circumstances. The possible reason is that TAAD neglects the spatial intervals between the last POI in the input sequence and candidate POIs.

3) Extensibility and Interpretability of TAPE (RQ3): We set two experiments to answer this question from the angles of metric evaluation and principle. Firstly, we replace the positional encoding (denoted as PE) with TAPE in a vanilla Self-Attention Network to verify whether or not TAPE can bring improvements. The experimental results are revealed in Fig. 4, and we can see that TAPE leads to average 5.36% HR@10 improvement over all datasets. It proves that our TAPE can be effectively adopted to the self-attention network.

Take a step further, towards the question “Why TAPE?”, we conduct the following visualization experiment. Firstly, we randomly pick a user from Weeplaces whose historical sequence length is 64, and visualize the time intervals between successive visited POIs. From Fig. 5(a), we can see that the distribution is non-uniform and varies significantly. The diagonal elements in PE’s and TAPE’s average attention heat-map reveal the difference between these two approaches. As shown in Fig. 5(b) and 5(c), TAPE will partly strengthen or distract the attention on the current position, and takes the corresponding counter operation on the previous position (as the lower triangle in heat-maps). In other words, the smaller time interval between two successive POIs leads to the more similar attention weights and vice versa, where proving that the relative temporal proximity can be effectively captured by the self-attention mechanism. Thus, we believe in that our TAPE is a meaningful, practical and of course lightweight approach for enhancing sequence representations.

4) Extensibility and Interpretability of IAAB (RQ3): We also set two experiments to answer this question from the view of metric evaluation and principle separately. Firstly, we replace the Self-Attention mechanism (denoted as SA) in a vanilla 4-layer Self-Attention Network with our IAAB to explore the influence of various sequence lengths. As shown in Fig. 6(a), 6(b) and 6(c), due to the insufficient attention of local POIs, SA’s performance decreases dramatically especially when sequence length increases from 64 to 128. Our IAAB effectively relieve this issue, and even helps SA achieving superior recommendation accuracy on the length of...
64 in Weeplaces. It proves that IAAB can be a lightweight alternative for SAN to consider spatial factors.

Moreover, we randomly pick a user in Weeplaces who has visited 64 POIs. Fig. 7(a) shows the geography intervals between historical and target POIs, and we can see that the strong spatial correlated POIs are at the positions from 1 to 32 and from 44 to 64. Comparing the attention heat-maps of SA and IAAB (as shown in Fig. 7(b) and 7(c)), it is obvious that our IAAB can pay significant attention to these vital POIs especially those distributed at more forward positions in this sequence. The experimental results also demonstrate that our method can provide explainable recommendations.

5) Sensitivity w.r.t Sparsity levels (RQ4): For the comprehensive analysis of our STiSAN, we set different cold user / POI thresholds in Weeplaces to achieve different sparsity levels as shown in Table V. Then, we compare STiSAN with two strongest baselines STAN and GeoSAN as shown in Fig. 8. According to the results, our STiSAN outperforms these two baselines over all sparsity levels. Moreover, we find that all methods’ performance increases first and then decreases along with the dataset is becoming more dense. It is because the under-fitting issue caused by the derisory training instances (e.g., 92 users and 1324 POIs).

6) Computational Complexity Analysis: To further verify whether or not our method is lightweight, we calculate the Floating Point Operations (FLOPs) of our IAAB and the 4-layer self-attention mechanism (denoted as SA). As shown in Table VI, the additional computational burden is negligible (e.g. only adds 0.01M FLOPs on Brightkite and Changchun).

7) Hyper-parameters Analysis: We explore the influence of the thresholds $k_t$, $k_d$, which controlling the maximum time interval and geography interval in spatial-temporal relation matrix. We set $k_t = \{0, 5, 10, 20\}$ days. Correspondingly, we set $k_d = \{0, 5, 10, 15\}$ kilometers. As the blue columns in Fig. 9, when setting both $k_t$ and $k_d$ to zero, the recommendation accuracy reaches the lowest on all four datasets. This is because the entries in the spatial-temporal relation matrix are all zero at this time, and it will add the same value to attention weights after the Softmax function in the interval aware attention layer, which actually disabling the IAAB. Further, STiSAN achieves the best performance at $k_t = 5, k_d = 5$ on Weeplaces, Changchun and tends to be stable when $k_t, k_d$ keeps increasing. For Gowalla and Brightkite, the most suitable sets are $k_t = 10, k_d = 15$.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Weeplaces</th>
</tr>
</thead>
<tbody>
<tr>
<td>cold POI threshold</td>
<td>30</td>
</tr>
<tr>
<td>cold user threshold</td>
<td>60</td>
</tr>
<tr>
<td>#users</td>
<td>709</td>
</tr>
<tr>
<td>#POIs</td>
<td>5,452</td>
</tr>
<tr>
<td>#check-ins</td>
<td>329,268</td>
</tr>
<tr>
<td>sparsity</td>
<td>91.48%</td>
</tr>
</tbody>
</table>
V. RELATED WORKS

In this section, we first review the related literature, including attention mechanism, positional representation and sequential POI recommendation. Then, we discuss the connections and differences between our method and existing models.

A. Attention Mechanism

Attention mechanism has been proved to be effective in various tasks ranging from computer vision, natural language processing to sequential recommender systems [16]. The core idea behind such a mechanism is impelling the model to attach more importance to the more relevant parts of input. In the scenario of recommendation, existing methods, such as [41]–[43], employ attention mechanisms to learn the importance of different items, features, or interactions for predicting users’ preferences on unobserved candidates.

However, these models all treat the attention mechanism as an additional component to a basic framework (e.g., attention+RNN/CNN) [33]. Note that these models’ performance might be limited by issues caused the characteristics of the original framework, such as gradient vanishing [44] and data sparsity [45]. Recently, Transformer [15], a model solely based on the attention mechanism, has shown its superior performance in machine translation tasks which used to be dominated by RNN/CNN-based approaches [16]. It proposed a novel self-attention mechanism to calculate attention weights of different tokens dynamically and flexibly according to the input sequence. Inspired by the advanced performance, [16] first introduced the self-attention-based encoder in sequential item recommendation problems and validated its effectiveness.

The inherent drawback of self-attention is that the global weights averaging inhibits the spatial relation among local POIs [30], [31]. Our Interval Aware Attention Block (IAAB), introducing the spatial-temporal relation matrix into attention map as inductive bias, can help relieving this issue.

B. Positional Representation

Due to the symmetry property, the self-attention mechanism is non-sensitive to the order of different tokens in sequence.

TABLE VI

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Gowalla</th>
<th>Brightkite</th>
<th>Weeplaces</th>
<th>Changchun</th>
</tr>
</thead>
<tbody>
<tr>
<td>SA</td>
<td>0.83M</td>
<td>0.13M</td>
<td>0.04M</td>
<td>8.75M</td>
</tr>
<tr>
<td>IAAB</td>
<td>0.83M</td>
<td>0.14M</td>
<td>0.04M</td>
<td>8.76M</td>
</tr>
</tbody>
</table>

Fig. 7. Interpretability of IAAB.

Fig. 8. Sensitivity w.r.t different sparsity levels.

Fig. 9. Sensitivity w.r.t different hyper-parameter settings (NDCG@5).
To capture the token’s positional information, Transformer [15] encodes the positions by sinusoidal function, an approach of fixed and symmetric, and then adds them into sequence representations. In this way, the tokens’ order in sequence can be captured when carrying dot-product operations on sequence representations. For large-scale and pre-trained models, [38] shows that learning a set of absolute positional embedding performs better than the fixed positional encoding. Differently, [46] focuses on learning the relative positional relations among tokens rather than directly learning positions. There are also some works utilizing hybrid representations that contain both absolute and relative positional information [47], [48].

We are sparked by these works and exploit the Time Aware Position Encoder (TAPE) to encode the relative temporal proximity among POIs into sequence representations, where requiring neither extra learnable parameters nor significant computational burden.

C. Sequential POI Recommendation

Along with the information technology developing and user-POI interaction data accumulating, methods for sequential POI recommendation have been evolving from Markov Chain [3]–[5] and Matrix Factorization [6]–[10] to Multi-Layer Perceptron (MLP) [12], [49], [50], Recurrent Neural Network (RNN) [51]–[55] and Convolution Neural Network (CNN) [56]–[58] over the past decades. For instance, Factorizing Personalized markov chains (FPMC) [11] linearly combines markov chains and matrix factorization to model the personalized transition between POIs. [19] extends FPMC to address the sparsity issue of modeling personalized POI transitions. For neural network-based models, Caser [14] utilizes horizontal and vertical convolution kernels to capture sequential dependency from the perspective of local and global simultaneously, and GRU4Rec [13] employs a modified gated recurrent unit to learn the pattern of users’ dynamic preference. STGN [37] incorporated spatial-temporal information by designing spatial-temporal gates for controlling information flow. SASRec [16] first introduced self-attention network into the sequential recommendation problem. BertRec [18] extended SASRec to capture bidirectional sequential dependency. For considering spatial or temporal factors, GeoSAN [23] proposes a self-attention based geography encoder to encode POIs’ locations and TiSASRec [28] designs a time aware self-attention mechanism to explore the influence of different time intervals on prediction. In the most recent STAN [29] exploits a novel spatial-temporal attention network, utilized the learned spatial-temporal interval representations, has achieved the state-of-the-art performance.

The difference of our proposed STiSAN from these exiting works lies in that our framework, as an end-to-end deployment, utilizes lightweight approaches (i.e., no extra learnable parameters and negligible computational complexity) TAPE and IAAB to consider spatial-temporal factors. On the one hand, TAPE mainly focuses on enhancing the sequence representations via encoding time intervals. On the other hand, IAAB promotes attention mechanism attaching focus importance to spatial relations and provides explainable recommendations.

VI. CONCLUDING REMARKS

In this paper, we propose two practical, meaningful and lightweight approaches, Time Aware Position Encoder (TAPE) and Interval Aware Attention Mechanism (IAAB), to promote the self-attention network considering spatial-temporal factors among POIs, where requiring neither extra parameters nor significant computational burden. On the one hand, TAPE, encoding the timestamps into sequence representations, can reflect the relative temporal proximity. On the other hand, IAAB, introducing the spatial-temporal relation into attention map explicitly, impels the attention on spatial correlations. We integrates these two approaches into the self-attention network, and proposes a sequential POI recommender which achieves state-of-the-art performance (13.01% improvement by average) on three public datasets and one real-world city transportation dataset. Aside from evaluating TAPE’s and IAAB’s effectiveness under our framework through ablation study, we also combine them with the vanilla self-attention network. We separately conduct metric comparison and visualization to validate their extensibility and interpretability. Moreover, we explore STiSAN’s sensitivity with respect to different sparsity levels and hyper-parameter settings. Finally, we analyse the Floating Point Operations to prove the lightweight.

In future, we will delicately explore the connections and differences between the sequential dependencies learned by self-attention and contained in spatial-temporal relation matrix.
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